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A new derivation of the reciprocity theorem is given. The general invariance property of the 
Hamiltonian which leads to symmetry of the Green's function for a quantum mechanical system is 
exhibited. It is found that reciprocity does not necessarily imply Hermiticity of the Hamiltonian, 
so that the "complex optical model potential," for example, satisfies the reciprocity relations. The 
concept of reciprocity is then generalized to include a somewhat wider class of symmetry properties. 
Some properties of antiunitary transformations are discussed. 

I. INTRODUCTION 

THE term "reciprocity" usually denotes a 
symmetry condition on a Green's function. 1 

In electrostatics, for example, the symmetry has 
a simple physical interpretation because the Green's 
function is just the potential due to a point charge 
under a specific boundary condition. The reciprocity 
symmetry ensures that the potential is the same 
if we reverse source and field point. 

In quantum mechanics, "reciprocity" is usually 
thought of as connected with a symmetry condition 
on scattering amplitudes. 2 It is readily shown3 that 
if the Hamiltonian is both Hermitian and time
reversal-invariant, the system is reciprocal. There 
are, however, systems that are neither Hermitian nor 

* Work performed under the auspices of the U. S. Atomic 
Energy Commission. 

t Supported in part by a grant from the Sloan Foundation. 
1 P. M. Morse and H. Feshbach, Methods of Theoretical 

Physics (McGraw-Hill Book Company, Inc., New York, 
1953), p. 883. 

2 R. J. Glauber, Lectures in Theoretical Physics (Inter
science Publishers, Inc., New York, 1958), Vol. 1, pp. 319-321. 

3 J. M. Blatt and V. F. Weisskopf, Theoretical Nuclear 
Physics (John Wiley & Sons, Inc., New York, 1952), pp. 
336-339 and pp. 528-530. 

time-reversal-invariant which nevertheless display 
reciprocity. For example, the scattering from a 
complex optical model potential is reciprocal. A 
more general reciprocity relation which includes 
both this example and the usual theorem as special 
cases has been discussed by several workers. 4-6 

In this paper we show that reciprocity symmetry 
of the Green's function leads directly to reciprocity 
of the reaction matrix. First, a generalized reciprocity 
condition on the Green's function is obtained from 
the invariance properties of the Hamiltonian. Since 
the Green's function is a wavefunction due to a 
point source, we see that, when the source is in
finitely distant from the interaction region, the 
wave emerging from the source is plane in the 
vicinity of the interaction. In the asymptotic region 
(r -7 cx», the scattering amplitude can be identified 
as the amplitude of the outgoing wavefunction. Thus 
the reciprocity symmetry relation for the Green's 
function is shown to lead to a reciprocity condition 

4 S. G. Eckstein and R. H. Dalitz (private communi
cation). 

6 L. C. Biedenharn, Nucl. Phys. 10, 620 (1959). 
a F. Coester, Phys. Rev. 89, 619 (1953). 
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on the reaction matrix elements. A physical inter
pretation is, of course, that the reciprocity symmetry 
assures equality of the scattering amplitude when 
source and detector are reversed. 

In the Appendix an alternative derivation of the 
reciprocity theorem is given which makes use of 
formal scattering theory. 

I. SYMMETRY OF THE GREEN'S FUNCTION 
(SPECIAL CASE-POTENTIAL SCATTERING) 

Intuitively, we might say that a system is recip
rocal if a source located at A produces the same 
signal at B as would be produced at A by that 
source located at B. Let us apply this definition 
straightforwardly to a nonrelativistic one-body 
quantum mechanical system, characterized by the 
Hamiltonian 

(1) 

where p2/2J.1. is the kinetic energy operator and VCr), 
the potential energy, is a multiplicative operator. 
In order to make the argument as simple as possible, 
we have taken a spin-independent interaction. Let 
us further assume that VCr) = 0 for r > R. (Clearly, 
we have made the conventional choice for the 
location of the origin of our coordinate system.) 
For convenience, we consider only steady-state 
conditions, so that we may use the time-independent 
form of the Schrodinger equation, 

H'JI(r) - E\¥(r) = O. (2) 

Suppose now that we have a point source at r = rA. 
In that case, the Schrodinger equation becomes 

we have 

(6) 

which is the reciprocity relation. In other words, 
we may say that reciprocity implies symmetry of 
the Green's function with respect to interchange 
of the coordinates, which clearly implies that the 
wavefunction at rA due to a point source at rB is 
equal to the wavefunction at rB due to a source 
of the same strength at rA' 

If the wavefunction obeys homogeneous boundary 
conditions on some bounding surface S, then the 
left-hand side of Eq. (5) vanishes. To see this, 
we write 

h
2 J = -;J.I. ['JI(rB' r)V

2
if;(rA' r) 

- if;(rA, r)V2if;(rB, r)] dT 

(7) 

Since homogeneous boundary conditions mean 
that at the bounding surface 

a'JI + fJ(O'JI/an) = 0, (8) 

where a'JI / an is the derivative in the direction of 
the outward normal to the surface, it follows 
immediately that L in Eq. (7) vanishes, and that 
therefore Eq. (6) holds. 

(3) ll. RECIPROCITY OF THE SCATTERING AMPLITUDE 
(SPECIAL CASE-POTENTIAL SCATTERING) 

where the wavefunction 'JI(rA' r) is a function of r 
and depends parametrically on the location of the 
source rA. Similarly, a source of the same strength 
located at rB will give rise to the Schrodinger equation 

H'JI(rB, r) - E\¥(rB' r) = ~(r - rB)' (4) 

Equation (3) or (4) is the equation satisfied by the 
Green's function corresponding to Eq. (2). We shall 
occasionally refer to 'JI(rl' r 2 ) as a Green's function. 

If we multiply Eq. (3) by 'JI(rB' r) and Eq. (4) 
by 'JI(rA, r), take the difference of the resulting two 
equations, and integrate over all space, we get 

J ['JI(rB' r)H'JI(rA' r) - 'JI(rA' r)Hif;(rB, r)] dT 

= ['JI(rB' rA) - 'JI(rA, rB)]' (5) 

Thus, if the left-hand side of Eq. (5) vanishes, 

Equation (6) expresses the reciprocity relation in 
terms of the Green's function. However, from Eq. 
(6) we can easily obtain a corresponding symmetry 
property which must be obeyed by the scattering 
amplitude. The Green's function of interest in the 
present case must be of the form 

'JI(rA, r) = X(e,klr-rAI/!r - rA J) + 'JI.catter(rA, r), (9) 

where k = (2J.1.E/h2)i and 'JI.catter is everywhere 
regular. The singular term represents the spherical 
wave emanating from the source. Direct integration 
of Eq. (3) over an infinitesimal volume containing 
the point r = rA shows us that 

x = 2J.1./41r1i2. (10) 

Asymptotically, for large values of r, 'JI •• auer(rA, r) 
must have the form of an outgoing spherical wave 
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emanating from the scattering center (which we 
have chosen to be at the origin); that is, for r » R, 

'!F •• atter ~ T( -rA, 1') (eikr /r), (11) 

where l' is the unit vector r/r. Thus we have for 
large r 

e,klr-rAI 

'!F(rA' r) ~ (2p./41rh
2
) I I r - rA 

(r» R). (12) 

The expressions analogous to Eqs. (9)-(12) for the 
case of the source at rB are self-evident. 

Now let us choose, for convenience, our bounding 
surface to be a sphere whose radius p is very large 
compared with R (the range of the force), r A, and 
rB; then we see from Eq. (12) that 

(1 iN') = ik + 0(1:) ~ ik, (13) 
'!F ar r-p P 

so that L in Eq. (7) must vanish in the present 
case, and the reciprocity relation [Eq. (6)] must hold. 

In the usual idealization of the scattering experi
ment, the source is taken to be an infinite distance 
from the scattering center. We can easily obtain 
the result for this special case from Eq. (12). If we 
choose r A » r » R, Eq. (12) becomes 

'!F(rAr) = (2p./47rh2) e'krA {e-ikTA.r 
rA 

+ [(2p./47rh2)e~~AJ1T(_rA,r)e~r}. (14) 

This limiting form of the wavefunction '!F(rA' r) 
satisfies the same differential equation with the 
same boundary conditions as the usual wavefunction 
of time-independent scattering theory except for the 
over-all factor 2p./47rh2(eikrA /r A.)' Thus we have for 
rA.» R, 

[2p./47rh2(eikrA/rAW1T(-rA, 1') = f(-rA, 1'), (15) 

where f is the usual scattering amplitude. We note 
that the validity of Eq. (14) required that r A.»r»R. 
The restriction r A » r, applies only to the source 
term of Eq. (14), however, and is not required for 
Eq. (15). We need require that the source term 
be a plane wave just within the range of the force 
in order that Eq. (15) hold. 

Consider a wavefunction due to another source 
located at r B • Asymptotically, it will have the form 

eikr 

+ T(-rB' f) -, r r »R. (16) 

Using the symmetry relation [Eq. (6)] and the 
wavefunctions [Eqs. (12) and (16)], we have for 
rA, rB» R 

iklrA-rBI eikrA 
= (2p./41rh2) i 1+ T(-rB' rA) -, (17) rA - rB rA 

or, by virtue of Eq. (15), 

f(ki, kf) = f( -k" -ki), (18) 

where 

(19) 

The reader will note that the above derivation in 
no way depended on the Hamiltonian of Eq. (1) 
being real. On the contrary, the treatment is equally 
valid for a complex potential. For a Hamiltonian 
of the form given by Eq. (1), all we needed to assume 
to obtain our result was that V (r) is a multiplicative 
operator and that the boundary conditions are such 
as to make the surface integral in Eq. (7) vanish. 

Since a complex potential implies a non-Hermitian 
Hamiltonian, it is evident that Hermiticity is not 
necessary in order to obtain reciprocity. This is 
completely analogous to the well-known result in 
network theory. It is quite possible for an electrical 
network to be dissipative but still be reciprocal. 
Loosely speaking, for an electrical circuit the crucial 
question is not whether there is energy dissipated 
in a resistor, but whether there is a rectifier in the 
circuit. This is exactly analogous to the quantum 
mechanical case treated above. A non-Hermitian 
Hamiltonian will not conserve particles, but the 
reciprocity theorem may hold despite this. 

m. RECIPROCITY OF THE GREEN'S FUNCTION 

The above discussion suggests that although 
Hermiticity and time-reversal invariance of the 
Hamiltonian are sufficient, they are not necessary 
for reciprocity. We are thus motivated to seek a 
more general invariance property of the Hamiltonian 
which will also encompass the results obtained above. 
Since we seek such a formal result, namely a general 
invariance property, more abstract arguments than 
the preceding appear to be called for.' Such an 
argument is presented below. 

Let us consider the matrix eigenvalue equation 

(H - E)if; = 0, (20) 

where H is the Hamiltonian matrix and if; is a 
column vector. We shall make no distinction between 
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position coordinates or the various discrete indices 
which may label the states. Let us now consider 
the corresponding Green's function equation 

(H - E)'fI = 1. (21) 

To make Eq. (21) more explicit, we may write it as 

The Einstein summation convention is used in 
Eq. (22). The summations are, of course, generalized 
in that we sum over discrete coordinates and 
integrate over continuous ones. Similarly, the gen
eralized delta function in Eq. (22) is a Kronecker 
delta for discrete coordinates and a Dirac delta for 
continuous ones. 

We take the transpose of both sides of Eq. (21) 
and introduce the unitary matrix U, to obtain7 

U'fITUtU(HT - E)Ut = 1. (23) 

Thus, if we define ~ to be 

w = U'fITU t 
= U'fIt*U\ (24) 

and 11 to be 

11 = UHTU t 
= UHt*U\ (25) 

we can rewrite Eq. (23) as 

([[(11 - E) = 1. (26) 

Now we let both sides of Eq. (26) operate on the 
Green's function 'fI, to get 

~(11 - E)'fI = 'fl. 

Thus, if H has the invariance property 

11 = H, 

(27) 

(28) 

then we may insert Eq. (21) into Eq. (27) to obtain 
the result 

(29) 

This is the general form of the reciprocity theorem 
expressed in terms of the Green's function. 

We see that if the unitary matrix U is taken 
to be the identity, then the reciprocity theorem 
reduces to the result that symmetry of the Hamil
tonian, namely 

implies symmetry of the Green's function, 

\[f = 'fiT = 'fI t* , 

(30) 

(31) 

7 We use the following notation: AT denotes the trans
pose, A t denotes the Hermitian conjugate, and A· denotes 
the complex conjugate of A. Only two of the three symbols 
above are needed, of course, since AT=> A t*. 

or explicitly, H",,,, = H",,, implies that 

(32) 

In a representation in which x and x' are space 
coordinates, we recognize Eqs. (30)-(32) as the 
result earlier obtained in Eq. (6). If the Hamiltonian 
is a symmetric matrix, then the reciprocity relation 
holds, as is shown in Eqs. (31) and (32), which 
says that the wavefunction at x due to a point 
source of unit strength at x' is identically equal to 
the wavefunction at x' due to a point source of unit 
strength at x. 

IV. SYMMETRY OF THE MATRIX ELEMENTS 

Now we take up the general case when U is not 
unity and determine conditions on the matrix 
elements of H. Suppose that 'fI" and 'fI~ are two 
particular state vectors. Then we may define H,,~ 
and 'fIa~ as 

HaP == (lr/H'fI~ == (,r)~H""",(",~"" (33) 

and 

'fIa~ == (r)t'fl",fJ == ("'''')~z."(",~),,,. (34) 

We may rewrite Eq. (33) to readS 

HafJ = (",fJ)t*H t*(",,,)* = (U",fJ*)t(UHt*Ut)(Ur*) 

= (",~tl1v/' = 116a , (35) 

where U is a unitary matrix, 11 is as defined in 
Eq. (25), and 

",Ii = U","'*. (36) 

Thus if the Hamiltonian obeys the symmetry rela
tion [Eq. (28)], then 

(37) 

Similarly, we have 

\[f"11 == (",a) t'fl( 1/l) = (!Jl/~",a == {[[Pa, (38) 

which according to Eq. (29) yields 

(39) 

if H = 11. 
Eq. (36) will be recognized as the general definition 

of an antiunitary transformation. Familiar examples 
of antiunitary transformations are the time-reversal 
and charge-conjugation transformations. The anti
unitary transformation which maps the state ",a 
into ",a as defined in Eq. (36), will map the Hamil-

8 The first equality in Eq. (35) is a consequence of the 
fact that", is a column vector, so that (",,,)t H(~) is a scalar 
and is hence equal to its transpose. 
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tonian H into H, where H is defined as 

H = UH*Ut. (40) 

We may therefore .express the reciprocity theorem 
as follows: 

Given an antiunitary transformation that maps 
a state I/;a into 1/;" and transforms an operator 0 
into 0, then if the Hamiltonian has the invariance 
property H = Ht, the Green's function will possess 
the reciprocity symmetry 'It a~ = 'ltp;;. 

Of course, if the Hamiltonian is Hermitian, then 
reciprocity follows from the invariance of the Hamil
tonian under the antiunitary transformation H = D. 
This is the more familiar result. 

It should be noted that the definition of an 
antiunitary transformation (unlike a unitary trans
formation) is not independent of the representation.8 

To see this, we note that for a unitary transforma
tion, we may write 

I/; = Uq" (41) 

where U is unitary and I/; and q, are column vectors. 
Under a change of representation generated by the 
unitary matrix V, we see that 

where 

and 

1/;' = U'q,', 

1/;' = VI/;, 

q,' = Vq" 

(42) 

(43) 

(44) 

(45) 

On the other hand, an anti unitary transformation 

I/; = Uq,*, (46) 

under a change of representation generated by the 
unitary matrix V, becomes 

1/;' = (VUVt*)q,'* ~ U'q,'*, (47) 

and hence is representation-dependent. Thus in using 
Eqs. (36) and (40), it must be borne in mind that 
the choice of representation is of some significance. 

However, if in one representation 

H = Ht = UHt*Ut
, (48) 

then in the new representation 

(49) 

where 

w = VUVt*, (50) 

and the previous results, Eqs. (33)-(40), hold with 

the unitary matrix U replaced by the unitary matrix 
W of Eq. (50). 

v. RECIPROCITY OF THE REACTION MATRIX 

In order to obtain the reciprocity condition on 
the reaction matrix we first rewrite the results 
of Sec. IV for the case where the unit matrix is in 
space-spin coordinates with the space coordinate 
dependence of the wavefunction shown explicitly. 
The Green's function equation is 

(H - E)'lt(~, n = ~(~ - nI, (21') 

where 1 is the unit matrix in spin space. The 
reciprocity symmetry condition can be written 

HT(~', ~)ut = UtH(~, n, (28') 

'ltT(e, ~)ut = ut'lt(~, e). (29') 

The unitary matrix ut is restricted here to operate 
only on spin components of Hand 'It as is the trans
pose operation. The symbol ~ represents the space 
coordinates of the system. 

The complete Hamiltonian can be broken up in 
a number of ways corresponding to various groupings 
of the particles: 

H = Hi + Ti + Vi = H j + T j + Vj, (51) 

where H. is the Hamiltonian for the internal motion 
of two groups of particles whose centers of mass are 
separated by the vector ri, Ti is the operator for 
the relative kinetic energy, and Viis the interaction 
between them. We assume that Hi, H j , etc. are 
Hermitian, although H itself need not be. The wave 
equation for the internal motion is 

(52) 

where ~i includes all coordinates ~ except ri, and 
t is the state of internal motion. 

Multiplying the Green's function [Eq. (21')] on 
the right by the internal functionq,it(~i) and integrat
ing over ~i gives the result 

where 

The wavefunction Xii plays the same role here as 
the Green's function 'It(r,A, r) introduced earlier. 
Equation (53) describes the motion of the system 
with a point source in channel i. 

From Eq. (53) we can obtain an integral equation 
for Xii by expanding in the complete orthonormal 
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set, eik'fj<p~I(~i)' of eigenfunctions of Hi + Ti. For 
r~ » r i » R, the integral equation has the asymptotic 
form 

X exp [ -ikilf'~ 'ri]<p"(~i) 

- L: <PiI'(~i) exp [ikwri] F it .W ( -r:, f i). (55) 
t' ri 

Equation (55) has the form of an incident plane 
wave plus scattered waves in all excited internal 
states. Because the normalization of the plane wave 
is not unity, we interpret 

til
•
il ' == Fil.il·/[(2~J4·/I"i2)(eikilr'·lrm (56) 

as the scattering amplitude for the process it ~ it'. 
In order to study a reaction from the channel 

represented by i to a different channel j, we require 
Xii to be expanded in terms of eigenstates of 
Hi + T i : eik'r;<pi'(~i)' The asymptotic form is 

eiki.'r{ 

XiI(~,rD = ~-~<P; •. (U 

X {2~;/47rli..{J d~" exp (-iki.·ri·r~') c5(r:' - rD 

X <P:"(~~')<Pil(~:') ] - F".i·· (-r~, f;)}' (57) 

The second term in the braces gives the scattered 
wave in the j channel. The first term, which is due 
to the source, vanishes for all bound internal states 
s', if the state t is also bound, since the product 
c5(r:' - rD<pi:(~n<piI(~:') then decays exponentially 
with r:'. Again, because the plane-wave term of 
Eq. (55) does not have unit amplitude, we interpret 

1'1.;,. = Fit';"/[(eik""'lrD(2~J47r1i2)] (58) 

as the reaction amplitude for the process it ~ js'. 
Arguments similar to those made in Sec. II show 
that the amplitudes t"·il' and t"·i" are each in
dependent of r: and the quantities Fit. it' and Fit. i.' 
are therefore dependent on r: through the over-all 
constant e'kil

'" Ir~. 
In order to obtain the reciprocity relation for 

the reaction matrix we multiply both sides of the 
reciprocity symmetry relation [Eq. (29')] by a pair 
of bound-state internal functions-on the left by 
<Pi~(~i)' and on the right by9 <Pi,(W-and integrate 
over~, and ~~. From the definition of X in Eq. (54), 
we obtain the result 

9 The wavefunction "'i'( I,;' i) is the reciprocal state defined 
in Eq. (36). 

J d~iXil(e, r,)Ut<p;,(W 

= J d~i<prl(~i)utx;,(~, rD· (59) 

Putting in the asymptotic forms for Xii and X;" 
we have for large r I, ri the relation 

J { ik;"rj, } 

d~~ - L: _e_~_ Fit.i"(-fi , rD<pi •. (W 
.' T, 

X Ut<pi'(W = J dt<prl(~i)ut 

{ 
eik" 'r, } 

X - L: <Pii'(~i) --Fi,.H'(-ri, Pi) • 
t' ri 

(60) 

The continuum terms due to the source appearing 
in Eq. (57) vanish because of orthogonality of the 
<p's. On the left of Eq. (60) we have the integral 

J <pi,·Ut<pi' d~;. = J <pT.·<pr. = 15 ... , (61) 

and on the right, 

J d~i<prlut<pi1' = J d~i<P:i'<Pii' = c5n·. (62) 

Using Eq. (61) and Eq. (62), we get from Eq. (60) 

which along with Eq. (58) gives the result 

~dil.i'( -f" fD = ~d;'·i1( -fi, f i). (64) 

It can be shown easily using the asymptotic form 
[Eq. (55)] that Eq. (64) holds also for scattering. 

We now have a generalized reciprocity relation 
on the reaction matrix and have shown that it 
follows directly from the reciprocity symmetry of 
the Green's function. The conditions under which 
it holds are that (1) the Hamiltonian has the 
reciprocity symmetry [Eq. (28)], (2) the channel 
Hamiltonians are both Hermitian, and (3) the 
internal states of the two colliding systems before 
and after the collision are bound. 
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APPENDIX: DERIVATION OF THE RECIPROCITY 
THEOREM BY MEANS OF FORMAL 

SCATTERING THEORY 

The reciprocity theorem can be derived readily 
using the results and methods of formal scattering 
theory. 
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Let H be the Hamiltonian of the system. We 
denote the channel Hamiltonians by Hi, H j, ... , 
and we denote the channel interaction potentials 
by Vi, Vj, .... Thus 

H = H. + V, = H j + V j = .... (AI) 

Next we define the eigenfunctions of the various 

Comparing this expression with Eqs. (A6) and (A7), 
we see that the system will be reciprocal if 

U(V, + V.GVj)t*Ut 

= VI + VrGV" or Vi + V~V,. (A12) 

But, by definition we have 

Hamiltonians 

(E - H)t/I = 0, 

(E - Hk)CPk = o. 

U(V. + V.GVj)t*U
t 

= V, + V;OV,' 
(A2) where 

(A13) 

(A3) 

The corresponding outgoing Green's functions satisfy 
the equations 

(E - H)G = 1, (A4) 

and 

(A5) 

A well-known result of formal scattering theory 
is the following expression for the scattering 
amplitude10 

: 

(A6) 

T;; is the amplitude for scattering from state cPj 
to state cp,. An alternative expression for the scatter
ing amplitude is 

T,j = (cp,1 V j + V,GVj Icpj). (A7) 

The system under discussion will be said to be 
reciprocal if the scattering amplitude has the 
property 

Tij = Ti" (A8) 

where the state cp, is related to the state cp, by the 
antiunitary transformation 

(A9) 

with 

U t = U- 1
• (AlO) 

To determine under what circumstances the system 
is reciprocal we make use of the following result: 

(cp. IA I cpj) = (cpr IA t* I cp~) 

= (cpr IUAt*utl cp,). (All) 

10 G. F. Chew and M. L. Goldberger, Phys. Rev. 87, 778 
(1952). 

(A14) 

Thus a sufficient condition for reciprocity is 

(A15) 

The above conditions on the Green's function and 
the channel interaction potentials are readily trans
lated into requirements on H, H., and H j. From 
Eqs. (A4) and (A14) we have 

G(E - Ii) = 1, (A16) 

so that 

G(E - fi)G = G. (A17) 

Comparing Eq. (A17) with Eq. (A4) , we conclude 
that Ii = H implies that G = G. 

Now, turning to the channel potentials, we may 
write 

(A18) 

where, in accordance with Eqs. (A3) and (A9), 
we define 

H, = UH~Ut. (A19) 

Thus the requirement that -V, V, is equivalent 
to the requirementll that 

t H, = H,. (A20) 

We conclude that a system is reciprocal with 
respect to an antiunitary transformation cp ~ Ucp* 
if the Hamiltonian of the system is invariant under 
the transformation H ~ UHt*Ut and the scattering 
connects channel states that are eigenstates of 
Hermitian Hamiltonians, in agreement with the 
results of Sec. v. 

11 It should be noted that the equality of Eqs. (A6) and 
(A7) already requires the condition Eq. (A20) 
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Multiplicative Symmetries in Axiomatic Quantum Field Theory 
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T.he !70up ?f all ~ultiplicative symmetries defined for a finite number of interacting fields is 
st~dIed ill d~tall. Various theorems are proved connecting the existence of mUltiplicative symmetries 
Wlth propertIes of the Wightman distributions of the fields. 

INTRODUCTION 

THIS paper represents an attempt at a systematic 
study of the group of multiplicative symmetries 

corresponding to any quantum field theory with a 
finite number of interacting fields. It is assumed 
that the theory is formulated in the language of 
Wightman axiomatic field theory. 

A multiplicative symmetry, U M, for a given set 
of N fields is a unitary operator which commutes 
with the momentum-energy operator PI' and which, 
when applied on any component of any field op
erator, multiplies it by a complex number of modulus 
one: 

(no summation over j). 
Here different values of j correspond not only 

to different spinor fields but also to different compo
nents of the same spinor field. (For a more precise 
definition of a multiplicative symmetry see Sec. 1, 
Definition 1.) 

An example of such a unitary operator is the 
operator of rotation around any of the spatial axes 
by the angle 271". This operator multiplies all the 
integral-spin field operators with + 1, and all the 
half-integer spin field operators with -1. Another, 
more significant instance, is any gauge group of the 
first kind-this is just a group of multiplicative 
symmetries depending on a continuous parameter. 
N ow, the superselection rules for electrical charge 
and baryon number can be expressed "as the result" 
of the existence of gauge groups of the first kind 
while the first-mentioned example leads to th~ 
univalence superselection rule. It is therefore clear 
that there must be a close relation between the 
possibility of formulating superselection rules in a 
given theory of fields and the structure of the group 
of multiplicative symmetries corresponding to that 
theory. 

In Sec. 1 the results are formulated in the form 

of theorems followed by proofs; the theorems can 
be understood independently of their proofs which 
pretend to full mathematical rigor and therefore 
are sometimes a little more technical in nature. 
The main results are contained in Theorems 1, 2, 
8,9, and 10. 

Only some remarks of a general nature concerning 
the theorems of Sec. 1 are contained in the first 
part of Sec. 2. 

In the second part of Sec. 2 the consequences on 
the results of Sec. 1 of the behavior of a field theory 
under the restricted Lorentz group .e! are taken 
into account in more detail. 

The last part of Sec. 2 represents only an illustra
tion of the possible use of multiplicative symmetries. 
Of coupe, the subjects for which multiplicative 
symmetries can be found useful are not exhausted 
in this way. In fact, one of the main reasons for 
studying the group of multiplicative symmetries in 
such detail was the hope of giving a more precise 
formulation to some heuristic considerations which 
occur in the literature and in which the existence 
of certain multiplicative symmetries is tacitly 
assumed. It is hoped to present a fuller account 
of these applications on a later occasion. 

1. GENERAL THEOREMS ABOUT MULTIPLICATIVE 
SYMMETRIES 

In this section some general theorems concerning 
multiplicative symmetries will be proved. The main 
results are formulated in Theorems 8 and 9. For a 
mathematically rigorous proof of these theorems . ' WIghtman axioms for a field theory have to be 
accepted as a starting point. Therefore, though 
formulations of these axioms can be found in many 
places,I.2 a statement of these axioms has been 

1 :r:t .. F. Streater and A. S. W:ightman, PCT, Spin and 
Stahsttcs and All That (W. A. Benjamin Company Inc New 
York, 1964). ' ., 

2 A. S. Wightman, "Quelques Problemes Mathematiques 
de la Mecanique Relativiste" in Problemes Mathematique 
de la Theorie Relativiste de Champs (CNRS, Paris, 1959). 
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given in the appendix in a form which is best suited 
to the needs of this paper. 

We begin by making a few comments on the 
sense in which the term multiplicative symmetry 
is used in this paper compared with its usage 
elsewhere. Namely, some authors3 refer to these 
operators as "multiplicative operators," reserving 
the name "multiplicative symmetry operator" for 
multiplicative operators commuting with the total 
Hamiltonian of the system of fields. But, as will 
be seen very soon (Theorem 1), any multiplicative 
operator for the interacting fields, which satisfies 
conditions (a) and (b) of Definition 1, commutes 
with the momentum-energy operators and defines 
therefore a multiplicative symmetry operator. It has 
to be mentioned that in Ref. (3) a multiplicative 
operator is defined by its action on the fields in 
the interaction picture. 4 

Definition 1. A multiplicative symmetry M is a 
transformation in Hilbert space JC (see Axiom I; 
all axioms referred to in the body of this paper 
may be found in the Appendix, which can be 
represented by a unitary operator U M, satisfying 
the following three conditions5

: 

(a) U MD C D (see Axiom II), 

(b) U MCP;(f)U~'It = A;cP;(f)'It, j = 1, ... n, 

f E S4' 'It E D, A; are complex numbers, 

(c) U M'ItO = 'Ito (see Axiom IV and Theorem 1). 

The set of all multiplicative symmetries which can 
be defined for a given theory of fields in which the 
total number of field components is n, will be 
denoted by 'lL(CPI' '" CPn), or, when no ambiguities 
arise, by'll. It has to be noticed that different 
values of j can refer to different components of 
the same field with nonzero spin, and therefore 
n = L~-I (28. + 1) (see Axiom II). 

The theorem to follow will show that the condi
tion (c) is not an essential restriction imposed on 
'lL(CPI' ... CPn), but only a convenient agreement 
which will enable us to define a one-to-one mapping 
between'll and a subset a('lL) of a real Euclidean 
space Rn (see Theorem 2). 

3 G. Feinberg and S. Weinberg, Nuovo Cimento 14, 571 
(1959). 

, It is otherwise a well-known result of relativistic quan
tum field theory, obtained by Haag, that interaction picture, 
except in trivial cases, is a mathematically meaningless entity. 

6 In all the expressions where j appears twice there is no 
summation over j; all the summatIOns over j will be ex
plicitly indicated by a summation sign. 

Theorem 1.6 Any unitary operator U which satisfies 
conditions (a) and (b) of Definition 1 leaves the 
vacuum state invariant, i.e., U'Ito = wo'Ito(/wo/ = 1), 
and commutes with the unitary representation 
U(a, 1) =exp(iP!'a") of the four-dimensional transla
tion group (see Axiom III), i.e., [U, U(a, 1)]- = 0. 
Therefore (l/wo)U E 'lL (cp I, ... CPn)' 

Proof: By simple manipulations, using the prop
erties (a) and (b) of Definition 1 of U, as well as 
Axiom III, we show for the translation group {a, I}, 
namely from 

U(a, l)cp;(f)U(a, I)-~ = cp;(fla.II)'It, 'It E D, 

fl •• 11 = f(x - a), 

that 

[(U(a, I)Ur IUU(a, 1), cP;(f)]_'It = 0, 

'It E D, 

Because of the irreducibility of cp;(f) (see Ref. 1, 
Chap. 4, Theorem 17.4), we have7 

(U(a, I)UrIUU(a, 1) = w(a)l, /w(a)/ = 1, 

where w(a) is a complex number. Therefore, 

U(a, 1) = w(a)U-1U(a, I)U. (1) 

It is easy to deduce from (1) and from the group 
property U(a' + a", 1) = U(a', I)U(a", 1) that 
w(a' + a") = w(a')w(a"), while Axiom III gives us 
lim"_a w(a') = w(a), i.e., the w(a)'s form a continuous 
one-dimensional representation of the translation 
group. As is well known, the general form of such 
a representation is w(a) = exp (-ip!,a"), where 
PI' (fJ. = 0, 1, 2, 3) are some real numbers [that PI' 
must be real follows from /w(a)/ = IJ. Then [see 
Axiom IV and Eq. (I)J 

% = U(a, 1)% = w(a)U-IU(a, I)U'Ito, 

or 

U(a, I)U'Ito = exp (ip"a")U'Ito' 

As U'Ito E D because 'Ito E D (see Axiom IV), 

P"U'Ito = PI'U'Ito. 

But PI' = 0, fJ. = 0, ... 3 is the only eigenvalue 
of PI" and 'Ito is the only eigenstate with this eigen
value (these are consequences of Axioms III and IV). 
Therefore there is a complex number wo, /wo/ = 1, 

6 The proof of this theorem follows a line of argument 
due to A. S. Wightman and used very often by him in proving 
similar theorems about inversions (see Ref. 1, Chap. 3, 
Theorem 15.1). 

7 When an operator relation is valid for all 'Ir E X, the 
dependence upon 'Ir will not be explicitly displayed. . 
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such that U'Ito wo'Ito. From (1) we finally obtain 
that, as a consequence of w(a) = 1, [U, U(a, 1)}_ = O. 

Q.E.D. 

Notice that as a consequence of Theorem 1, 

(U M, PP]_'It = 0, 'It E D, ME 'U, fJ. = 0, '" 3. 
(2) 

Definition 2. The set of k = {kl' ... k,,}, k; = 
0, ±1, ±2, ... (j = 1, ... n) forms a group zn in 
which the operation of group summation is the usual 
summation, 

k' + kIf = kf + kf', ... k~ + k~'. 
By an we will denote the factor group R"/Z", 

where R" is the n-dimensional space of ordered 
n-tuples of real numbers regarded as a group with 
respect to the operation of conventional addition. 
The general element of a" will be denoted by 
a = {ai, ... an}, 0 :::; aj < 1 (j = 1, '" n) and 
the operation of group addition is 

a' + a" = {a~ + ai' (mod 1), ... a~ + ~'(mod 1) I 
Note that R", Z", and a" are all Abelian groups for 
which it is customary to call the operation of group 
multiplication just group summation. 

Theorem 2. The set 'U(CPI' '" cp,,) of all multiplica
tive symmetries which can be defined for a given 
set of fields CPI, '" cP" is an Abelian group with 
respect to the operation of operator multiplication. 
An isomorphism between 'U and a subgroup a('U) 
of an exists. 

The multiplicative symmetry U E 'll which 
belongs (uniquely) to an a E a('ll) will be denoted 
from now on by U '" 

Proof: The identity operator in JC is a trivial case of 
a multiplicative symmetry with Al = '" = A" = 1. 

By definition to each U M, ME'll, belongs a 
set of numbers AI, ... A". As a consequence of the 
unitarity of U M, IAII = .,. = IA"I = 1, so that 
we can write A;= exp (211'iaj), 0 ~ aj < 1 (j = 1,' . ·n). 
Therefore we can assign uniquely to each M an 
element a E a". We will denote by a('ll) the set 
of all such a's. It is a consequence of the irreducibility 
of the field operators CPI, .,. cP" and of the require
ment (c) in Definition 1, that to each a E a('ll) 
belongs one and only one U" E 'U(CPI' .• , CPn). 
Namely if U"CPj(f)U;/'It = exp (27riCi;)cp;(f)'It = 
u"cp;(f)fr./'It(f E S4, j = 1, '" n, 'It E D), then 
[U"O~\ cp;(f)]-'lF = 0 and this implies U"O~1 = l. 

It is an obvious consequence of Definition 1 and 
of the aforesaid, that, if a', a" E a('ll), then U".U"" 
and U"" U", are also mUltiplicative symmetries 

which belong to a' + a" = a" + a'. Because of 
the one-to-one mapping between 'U and a('U), 
U",+"" = U".U"" = U""U".. Q.E.D. 

One of the main attempts of this paper is to 
establish a close connection between the structure 
of 'll [or, equivalently, of a('ll)} and the identical 
vanishing of a certain class of Wightman distribu
tions.s To be able to formulate results in a concise 
way, we will have to group the set of all Wightman 
distributions (for given CPlJ '" cp,,) into subsets 
which will be denoted by (k). 

Definition 3. For a given set of fields CPI, •• , cP" 

and for any k E zn, denote by (k) the set of all 
Wightman distributions containing the field cP;(f) 

k~ = k; + k~' times and its Hermitian adjoint 
cpj(f) *k~' times (k;, k~' = 0, 1, 2, '" )-in case 
that cP; is a "complex" field; or alternatively, con
taining the field cP; Ik;/ times, in case that cPj is a 
"real" field (j = 1, ... n; k = {kl' .. , k,,}). 

Write, symbolically, (k) = 0 if all the elements 
of (k) are identically vanishing distributions, and 
(k) ~ 0 if there is at least one distribution belonging 
to (k) which does not vanish identically. 

It is useful to know as much as possible about 
the distributions belonging to a certain (k). The 
following theorem will be somewhat helpful in this 
respect. 

Theorem 3. If, for a given k E Z", a Wightman 
distribution, containing the "complex" field cP; k~ 
times and its complex conjugate kV = k; - k; times 
(j runs over all complex fields), does not vanish 
identically, then all Wightman distributions belong
ing to (k) and containing cPj at least k~ times and 
cP~ at least k? times do not vanish identically. All 
the elements of (0), 0 = 10, ... O}, do not vanish 
identically. 

Proof: It is a standard result of the theory of 
analytic extensions of Wightman functions, that if 
a Wightman distribution vanishes identically then 
all the other Wightman distributions, obtained by 
any permutation of the field operators in the initial 
one, have to vanish identically. The idea of the 
proof is that from the identical vanishing of a 
certain Wightman distribution one concludes (see 
Ref. 1, Chap. 2, Theorem 9.5) that the corresponding 
Wightman function is identically equal to zero in 

• 8 ~er~ a~d in ~he following, by the name "Wightman 
distributlOn we will refer to the vacuum expectation value 
of a product of r field operators regarded as a tempered 
distribution on the space of functions !(XI •... XI") E S, 
while by a "Wightman function" we will mean the corr~~ 
sponding analytic function in the complex variables Ii: 
Xp - iy.(p = 1, .,. r). P 
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the extended tube. As all the extended tubes have 
real environments in common, the identical vanishing 
of all permuted Wightman functions and, therefore, 
of all corresponding distributions is inferred. 

To see that the existence of a nonvanishing Wight
man distribution containing a certain "complex" 
field IP; k~ times and its adjoint IP~ ki' times implies 
that there is another nonvanishing Wightman dis
tribution containing IP; (k~+I) times and IP~ (k~f+l) 
times, one has only to notice that there is a f E S. 
such that (IP;(f)*IP;(f»o = !!IP;(f)'1'oW r! 0 [otherwise 
the positive-definiteness of JC (Axiom I) would 
imply IP;(f)'1'o = 0, f E S4, and this in turn (see 
Ref. 1, Chap. 4), that IP;(f) = IP;(f)* == 0, f E S4]' 
The desired result is then obtained by using the 
cluster decomposition theorem in a similar manner 
as it will be used in proving the next theorem (see 
the proof of Theorem 4). By induction one establishes 
the validity of the first part of Theorem 3. 

To prove the assertion about (0), one has only 
to notice that (1)0 = ('1'0, '1'0) as well as (IP;(x)*IP;(Y»o 
(if IP; is complex) belong to (0). The rest of the state
ment follows from the preceding argument. Q.E.D. 

Theorem 4. The set S(IPh ... IPn) (sometimes 
denoted simply by S )of all k E Z .. such that (k) r! 0 
if k E S(IPI' ... IPn), is a subgroup of Z". For non
identically vanishing fields, S(IPI, '" IPn) is non
empty, containing at least the unit element of 
Z", 0 = 10, ... O}. If a certain field IP; is real, then the 
k's: k = 10, ... 0, k;, 0, ... O}, k; = ±2, ±4, ... , 
also belong to S. 

Proof: That 0 E S has been stated in Theorem 3. 
It is also easily seen that if k E S then -k E S. 
Namely, if (k) r! 0, then there is a certain non
vanishing Wightman distribution belonging to (k). 
Its complex-conjugate value is a distribution from 
(-k) and therefore (-k) r! O. 

To show
g 

that k', k" E S implies k' + k" E S, 
assume, for the sake of simplicity in writing, that 

m31 (x) = 5lli1 (XI' ... Xk,', ... Xk,' + •• 'k • .) 

= (IPI(XI) ... IPI(Xk,') .•. IP .. (Xk,f+···k.,»o =1= 0, 

m32(y) = m32(YI, ... Yk,'" ••• Yk"+"'k.,) 

= (IPI(YI) ... IPI(Yk,,,) ••• IP,,(Yk'''+'''k.''»O =1= 0, 

where m31 E (k'), 5lli2 E (k"). A straightforward 
application of the cluster decomposition theorem 
gives for 

9 This part of the proof of Theorem 4 uses an idea applied 
previously by A. S. Wightman to prove the existence of a 
semigroup defined in a very similar way as 9 (private com
munications ). 

= (IPI (XI) ... IP .. (Xk,' + •• 'k • .) 

X IPI(YI) '" IP .. (Yk'''+'''k.''»O 

that lima .... '" 5lli(x, y + a) = 5lli1(X)m32 (y) ~ 0 when 
each component of a tends to infinity in a spacelike 
direction. As m3 E (k' + k"), this means that 
(k' + k") r! O. 

The last statement of the theorem concerning 
real fields is a direct consequence of the definition 
of (k), of the fact that (IP; (f) IP; (g) )0 =1= 0, f, g E S" 
when IPj is real, and of the cluster decomposition 
theorem applied as in the preceding part of the 
proof. Q.E.D. 

Theorem 5. (a) Each Ua E 'U defines a linear 
(mod 1) homomorphism of zn into 6/: 

k --7 a·k = k1al + ... + kna.. (mod I), 

k E Z", a·k E a\ (3) 

which has the property that the subgroup Sa of 
the group Z", consisting of all k's mapped into zero, 
Sa = {k: a·k = O} C Z", contains S(IPh ... IP,,), i.e., 
S(IPI, ... IPn) C Sa' a E a('U). 

(b) Conversely, each linear (mod 1) 
homomorphism h of Z" into a\ 

k --7 a = h(k), k E Z", (4) 

for which the subgroup S' of Z" consisting of all 
k E Z" mapped into zero, S' = {k :h(k)} = 0, 
contains S(IPI' '" IPn) (i.e., S C S') defines uniquely 
a multiplicative symmetry U a belonging to an 
a = {ai, ... an), where 

a; = h(k(i), k(i) = to, ... ,0, k; = 1,0, ... OJ, 

j = 1, ... n. (5) 

Proof: (a) It is obvious that (3) defines a homo
morphism of Z" into a l

• To show that S(IPI' ... IP,,) CSa 
we have to use only the unitarity of Ua • Namely, 
if k E S(IPI, '" IPn), then there is a m3 E (k) such 
that m3 ~ 0. Then 

5lli = ('1'0, IPj, (XI) ... '1'0) 

= ('1'0' U aIPj,(XI)U:
I '" '1'0) = A~' '" A!'m3 

so that A~' ... A!" = exp [211i(a·k)] = 1, i.e., 
a·k = 0. q.e.d. 

(b) Define on Do (see Axiom V) an op
erator Va by 

V.,(»[IPI(fl), ... IP,,(f .. )]'1'o = (»[AIIPI(fI), ... A,.IP,,(f,,)]'1'o, 

A; = exp (211ia;), I; E Sf, j = 1, •.. n, (6) 
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where a; are given by (5) and <P(CPI, ... cp,,) is any 
polynomial in CPI, .,. cp", each term of <P containing 
the fields CPh '" cP" in a certain given order. As it 
is possible that there are polynomials <p' ~ <P such 
that, at least for some combination of fh '" fn E S4, 
<P'I'0 = <P''I'o, it is not immediately clear that V" is 
an unambiguously defined operator. As this un
ambiguousity is automatically established 10 if the 
relation (V,,'I', V,,1» = ('1', 1» is proved for any 
'1', 1> E Do given by means of polynomials acting 
on the vacuum, we will proceed with the proof 
of this relation. 

Write 
r 

'I' = L L akr(CPI, ••• cp,,)'I'o, 
k-O r (k) (7) 

• 
1> = L L bk.-,(cpI'··· cp,,)'I'o, 

k'-O r(k') 

where akr(CPI, ..• cp,,) are products of the field 
operators CPI(fl), ... CPI(fkJ, •.• CPn(fk'+"'kJ taken 
in the order of the permutation 7r(k) of 1, '" lei' 
'" (lei + ... kn ) and multiplied by a complex 
number (similarly for bk'r')' Then 

(V,,1>, V,,'I') = L 2: }..~ .... }..!-x~" '" X!-' 
k.k' "',11'" 

X ('1'0' b~'r,akr'l'o). (8) 

Now, according to the condition g C g', the product 
}..~' ... X!-' = exp [211"'i 2:~-1 a;(k; - lei)] = 1 
whenever ('1'0' b~, .. ,ak7r'l'O) ~ O. Therefore the con
clusion that (8) is equal to (1), '1') follows. Of course, 
for the sake of the simplicity of notation and 
exposition, the adjoints of the complex fields have 
been left out in (7), so that (7) are not expressions 
of the most general type for an element of Do; 
but it is obvious that the same conclusion follows 
under the more general circumstances. 

Now we see that V" is a bounded operator on 
Do which leaves Do invariant. It is a matter of 
routine to show that from (6) the linearity of V" 
follows, and to extend V" in a unique fashion 
[remember that Do = x, (Axiom V)], to a unitary 
operator U" defined on the whole Hilbert space x. 
Obviously U" is the multiplicative symmetry whose 
existence we have set out to prove. Q.E.D. 

Before proceeding with the proof of the next 
theorem, a question, left open in the course of 
proving the second part of Theorem 5, must be 
pointed out. 

Namely, it is clear that the unitary operator U", 
whose existence we have proved, leaves DI (see 

10 Take 4> = 'IT = (<P - <P'PI'o. 

Axiom V) as well as Do invariant, but because of 
our scarce knowledge of D, it has not been shown 
that U..D C D (notice that D:J Dl :J Do). There
fore, strictly speaking, it is not yet quite clear 
whether U" is a multiplicative symmetry in the 
sense of Definition 1. The reason for insisting to 
define a multiplicative symmetry by the requirement 
UD C D instead of UD 1 C Dl is that it is hoped 
that with a better understanding of the relation 
of D to D1, the stronger result will be proved. 

Theorem 6. The set a('ll) is closed in the customary 
topology of the n-dimensional Euclidean spacell R"; 
i.e., if we have a sequence a. E <i('ll) which tends 
toward an a E an (lim._co a, = a), then a E a('ll). 
The representation of <i('ll) given by a ~ U" is 
continuous, i.e., II(U", - U,,)1>11 ~ 0 when a, ~ a 
for any 1> E x. 

Proof: If a, E a('ll) then, according to the first 
part of Theorem 5, g". :J g. On the other hand, 
the second part of the same theorem tells us that 
an a E an belongs to a('ll) if g" :J g. If a = lim H .. a, 
then a,·k = 0 for any kEg (because g C g .. ), 
i.e., cl,lk1 + ... + a,nk" = N(a" k) where, for 
given a, and k, N is a certain integer. As, for fixed k, 
a,lk1+·· . +a",k" is a continuous function in a, it 
follows that there is an E>O such that N(a., k) =N(k) 
for all Ila. - all < E [liall = (a~ + ... + a!)!]. 
Therefore, a1lel + '" + anle" = N(k) = 0 (mod 1), 
i.e., a·k = 0 for kEg, so that our assertion g C g" 
is proved and the existence of U" established. 

To prove that the representation a~Uara E <i('ll)] 
is continuous is again a matter of routine. First 
it is shown that II(U", - U,,)1>II ~ 0 when 
a' ~ a[a, a' E a('ll)] for 1> E Do, and then by 
standard arguments, based on the density of Do 
in x, the same is inferred for any 1> E x. Q.E.D. 

A few words should be said about the role of the 
Theorem 5 in proving Theorem 6. Namely, it is 
obvious that, because of the continuity properties 
of polynomials, the vectors U ... 1> form a Cauchy 
sequence in X for any 1> E Do when a,~a[a. E a('ll), 
a E an]. Using again standard arguments (com
pleteness of X and density of Do in X), one can 
easily establish the existence of a unitary operator 
U, such that II(U" - U)1>1I ~ 0 for a, ~ a, 1> E X. 
But, except by going through a procedure identical 
to the one in proving the second part of the Theorem 
5, it is not possible to show that U defines a mul
tiplicative symmetry in the sense of the Definition 1, 

11 More precisely; in the tOJ?ologyof the torus R"/Z". Theo
rem 6 then states that <l( 'll) IS a topological subgroup of the 
topological group <l". 
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simply because there is nothing to guarantee that 
such a U leaves either D or Dl invariant! And it is 
obvious that the property UD C D (or UD 1 C D 1) 

is essential in a precise definition of the concept 
of multiplicative symmetry, because otherwise the 
expression U'fJj(f) U- 1'11 would not have meaning 
for all '11 E D (or '11 E D 1); and it is important 
for the relation U 'fJj(f) U- 1'11 = Aj'fJj(f)'I1 to hold 
at least for all '11 in an everywhere dense subset 
of X, and not only for the 'I1's in a proper subspace 
of X. 

Theorem 7. Denote by 6-;('ll) the subset of a 1 

such that a E a 1 if and only if there is at least one 
a E a('ll) having a, as its j component, (aj = a). 
Then (tj('ll) is either a finite cyclic subgroup of 
(tl or it is (tl itself. 

Proof: From the fact that a('ll) is a group, it 
follows in an evident way that aj('ll) has to be 
a group too. We will show that because a('ll) is 
closed, (tj('ll) has to be also closed in the topology 
of a l

• 

Take an a E a I which is an accumulation point 
of an infinite subset of aj('ll), and pick up from 
this set an infinite sequence of a(') --t a for P --t co. 

To each a(') E aj('ll) corresponds, according to 
the definition of aj('ll), at least one a(') E a('ll). 
It is obvious that with a careful definition of the 
neighborhoods of the zero element, all an (n = 
1, 2, 3, ... ) are closed sets. Therefore, according 
to the Bolzano-Weierstrass lemma, the a(') E a('ll) 
have at least one accumulation point a E an 
which belongs also to a('ll) because a('ll) is closed 
(Theorem 6). We can choose a subsequence alp) 

of a(') such that alp) --t a. The j component of 
a is therefore equal to the given a E a\ and as 
a E a('ll) we conclude a E aj('ll). 

The assertion of the Theorem 7 can be now 
provedl2 using the group properties and closure 
properties of (tj('ll) (see Ref. 12, p. 139). Q.E.D. 

We would like to remark, in addition, that the 
fact that (tj('ll) is closed is essential in proving 
Theorem 7. (This is otherwise not stressed in 
Ref. 12.) Namely, there are obviously subgroups 
of a\ like the set of all rational numbers in the 
interval [0, 1), which are neither of finite order 
nor identical to (tl itself. 

In proceeding with preparations for the proof 
of the next theorem it would seem advisable to 
apply the general theorems of the Lie group theory. 

12 L. Pontrjagin, Topological Groups (Princeton University 
Press, Princeton, New Jersey, 1939). 

But the elementary theory of Lie groups deals 
mostly with local properties, while the particularly 
simple structure of the Abelian group (t('ll) enables 
us to get global properties by elementary means. 
As the method used in proving Theorem 7 yields 
results formulated in a manner which makes the 
proof of Theorem 8 particularly simple, this is a 
further justification of proving Theorem 7 with a 
direct procedure, though otherwise this theorem 
could be probably demonstrated by applying the 
general Lie group theorems to the case of (t('ll). 

For the convenience of the reader we will summar
ize here the definitions of a few useful concepts 
appearing in the theory of Abelian groups.12 If A 
is an Abelian group we can define unambiguously 
the symbol pa (p = 0, ±1, ±2, ... ; a E A) in 
the following way: it is the unit (zero) element 
when P = 0 (as in case of Abelian groups, the group 
multiplication can be called group summation, it is 
justified to call the unit element just zero and 
denote it by 0); pa = a + ... + a (p times) for 
p=1 2 3 ... 'pa=(-p)a- I p = -1 -2 -3 ... 

, '" "'" or writing a-I = -a, pa = (-p)( -a). A finite 
system of elements ai, ... ap E A is called linearly 
independent if Pial + ... + ppa" = 0 for some integer 
values for PI, ... P" implies PI = ... = P" = O. 
The maximal number of linearly independent 
elements of A is called the rank of A. A system 
of generators of A is a finite or infinite system of 
elements ai, a2, ... E A such that any a E A can 
be written as a = Pial + ... + p"a,,(p < + co ). 

We will now prove two lemmas which will be 
used in proving Theorems 7 and 8. 

Lemma 1. If kl' ... k" E zn (p ::; n) are the 
generators of the subgroup go of zn, then there 
exists another system of generators of go containing 
p elements k{, ... k; E go such that in k~ = 
Ik~I' ... k~n}k~. = 0 for s > n - p + r; i.e., the 
matrix defined by the kr, ... k; has the form 

krl kr2 ... kfn-p+I 0 ... 0 

k~1 k~2 ... k~n-p+l k~n-p+2 ... 0 (9) 

where krn-,,+r ;::: 0 (r = 1, ... p). 

Proof: The proof is a special case of the proof 
used to reduce matrices to the canonical form. 
It is based on the easily demonstrable statement 
that the so-called elementary operations on a 
matrix can be performed by multiplying the matrix 
(which has p rows and n columns) on the left by 
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p X p and on the right by n X n matrices with 
integer elements and whose determinants are ± 1. 
We will call a square matrix with integer elements 
and determinant equaling ±1, an integer-valued 
unimodular matrix. It is obvious that by multiplying 
two integer-valued unimodular matrices we obtain 
again an integer-valued unimodular matrix (they 
form in fact a group). 

N ow we will first point out that if we go from 
the system of generators k1' ... k" E 90 of 90 to a 
system kf, ... k; E Z", where k~ = 2:=-1 a.,k., 
and if Ilar.11 is an integer-valued unimodular matrix, 
then kf, ... k; is also a system of generators of 90. 
This can be easily seen by writing any k E 90 
in the form k = 2:~-1 vrkr and noticing that, because 
det IIar.II = ±1, the equation 2:=-1 a .. v~ = Vr 
(obtainedfromk = 2:~-1 vrkr = 2:~-1 v~k~) is always 
solvable, with integer values for v~ (8 = 1, ... p), 
for any integer values for vr • 

It is easy to see that we can perform on the 
matrix 

kllk12 ... k1n 

k21k22 ... k2n (10) 

kp1kp2 ••• kp " 

any of the elementary operations (e.g., multiplying 
a row by -1, interchanging two rows, and adding 
one row to another) by multiplying (10) from the 
left with integer-valued unimodular matrices; these 
matrices have all their elements equal to 0, ± l. 
We assert that by performing these elementary 
operations a finite number of times on the rows 
of (10) we arrive at a matrix which has all the 
elements in the last column, except possibly the 
one in the last row, equal to zero-this being the 
first step in reducing (10) to (9). Because if all 
krn are not equal to zero then there is a smallest 
positive one, which we denote by x; we write 
kr" = brx + Cr , where bar and Car are integers and 
o ~ Cr < x (r = 1, ... p). If all Cr = 0, then by 
adding (subtracting for br > 0) the row containing 
x br times from the rth row, and interchanging it 
at the end with the last row, we obtain the desired 
result. Otherwise there is a smallest positive c., 
lets say c1• By subtracting the row with x b1 times 
from the first row (adding it if b1 < 0), we have 
C1 as the smallest positive element of the last 
column. If C1 is not already the common divisor 
of all the elements of the last column, then by 
repeating the procedure a finite number of times, 
we will arrive at that case. That means we are 
dealing with the previous case when all Cr = o. 

Having obtained a matrix which has only zeros 
in the last column (except on the last place), we 
can repeat the procedure for the (n-l), (n-2), ... 
columns consecutively, without affecting each time 
the columns which have been already reduced to 
the desired form. A finite number of steps will 
bring us to the form (9). As this finite number 
of steps corresponds to multiplying the matrix (10) 
from the left with a product of a finite number of 
integer-valued unimodular matrices (this product 
being again such a matrix), the lemma is proved. 

Q.E.D. 

We will need, at least partially, the following 
lemma quoted from Ref. 12 (p. 22, Lemma E); 

Lemma 2. Let A be an Abelian group having a 
system of linearly independent generators, and let 
B be a subgroup. Then we can select in A a system 
a1, ••• ap of linearly independent generators such 
that the elements V1a, ... v.a. (q ~ p) form a 
system of generators of the group B, where Vr = 
1, 2, 3, ... (r = 1, ... q) and Vr +1 is divisible by 
Vr (r = 1, ... q - 1). (For proof see Ref. 12, p. 23). 

Lemma 3. A system of elements kll k2' ... k" E Z" 
is linearly independent in Z" if and only if k1' ... k", 
taken as vectors in the real Euclidean space R", 
are linearly independent. 

Proof: If kll ... k" E Z" are linearly independent 
vectors in R", then, according to the definition, the 
only system of real numbers ~1' ... ~p which satisfies 
~lk1 + ... + ~pk" = 0 is ~l = ... = ~p = o. 

Now let us prove the converse part of the theorem, 
i.e., show that when vlkl + ... + v"k" = 0 for 
integer values of Vl .... Vp implies V1 = ... = Vp = 0, 
then ~lkl + ... + ~"k" = 0 cannot be satisfied 
for any real values of ~ll ~l> except for ~l = 
... = ~l> = O. 

First notice that when we go from a linearly 
independent (in Z") system kl' ... k" E Z" to 
another system of vectors kf, ... k; E Z", k~ = 

2:~=l a.,k., via an integer-valued unimodular matrix 
IIarall, then kf, ... k; are linearly independent in zn. 
Namely, 2:~=l vrk~ = 0 implies 2:~-l a.,vr = 0, 
and as det lIa .. II = ±1, this can be true only for 
Vl = ... = Vp = o. 

Consider first the case p = n. According to 
Lemma 1, by an integer-valued unimodular matrix 
transformation we can obtain another system of n 
linearly independent elements of Z", kf, ... ~ E Z", 
such that the matrix they define has the form 
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(11) 

As det Ilk.,11 = ±det IIk:.11 = ±k~lk~2 ... k~ .. , 
the kl' ... , k., can be linearly dependent in R" 
only if at least one of the diagonal elements of (11) 
is zero. Say k .. = 0; considering 

k~l 0 ···0 ···0 ···0 

k~l k~2 ···0 ···0 ···0 (12) 
k~-ll k;-l2 ••• k~-h-l o ···0 

k;l k;2 ... k;.-l o ···0 

we can again, by means of elementary operations 
applied on the rows of (11) [they obviously do not 
affect the rows of (11) which don't appear in (12)], 
obtain a system k~', ... ~' in which k~' = O. 
But, as we went over from kh ... k.. to k~', ... ~~ 
by means of an integer-valued unimodular matrix, 
the k~', ... ~~ should be linearly independent in Z". 
This is a contradiction, because k~' = o. 

For the case p < n the theorem can be proved 
by a completely similar method, only with a 
lengthier argument. 

It is easy to see that there cannot be p linearly 
independent elements in Z" when p > n. Namely, 
by adding to each kr = {kn, ... k", J a set of 
(p - n) zeros, one would obtain a set 

k: = {krl' ..• krn, 0, ... OJ E Z"(r = 1, ... p) 

of linearly independent elements in Z". According 
to what we proved at the beginning, this would 
mean that the k~, ... ~ are linearly independent 
vectors of R", i.e., that the rank of the matrix 
they determine is p-which is obviously false. Q.E.D. 

A word of caution in connection with Lemma 3! 
Unlike the case of the vector space Rn

, not every 
system of linearly independent elements of zn is 
a generator of zn. A simple example, for the case 
n = 1, is the number 2 which generates the subgroup 
of Zl consisting of even integers. 

Theorem 8. The group a('U) (for definition see 
Theorem 2) is the direct product of two of its 
subgroups, e('U) and :D('U). 

If the system of generators of g(lPl, ... lPn) 
contains n - m (0 ~ m ~ n) linearly independent 
elements, e('U) is a m-parametric Lie group. Its 
general element has the form a = Clt l + ... + c .. tm 

(mod 1), where the t~'s are some real-valued param-

eters, 0 ~ t~ < 1, p. = 1, ... m, and each c~ E R" 
(p. = 1, ... m) is a vector different from zero. 
This group corresponds to a direct product of m 
gauge groups of the first kind: 'U C = 'U~ ® ... ® 'U~. 

:D('U) is a subgroup of an of finite order. It defines 
for (n - m) fields a discrete group 'Ud of multiplica
tive symmetries. 

Proof: According to Lemma 2, g(lPl, ... lP,,) has 
a system of generators containing n - m linearly 
independent elements k" ... k n - m (0 ~ m ~ n). 
Lemma 1 tells us that we can always choose these 
k" ... k n - m so that the matrix they determine has 
the form 

···0 j 
... k2 m+l k2 m+2 •.. 0 

... . .. kn- m m+l k",_m m+2 kn-m 

(13) 

... klm+ l o 

k,,-ml 

where krm+r ;:::: 0, r = 1, ... m - n. On the other 
hand, Lemma 3 says that k" ... k..-m have to be 
linearly independent vectors in R .. - m

, i.e., that the 
rank of (13) must be n - m. By a renumbering 
of the fields lPl' ... lP" we could have always had just 

k ,m+, 0 ... 0 

k2m+l k2m+2 ... 0 

kn - mm+ 1 kn - mm+ 2 ••• kn - mn 

= k'm+l k2m+2 ... k .. - m k .. -m (14) 

as one of the determinants of (13) which do not 
vanish; i.e., krm+r > 0, r = 1, ... m - n. 

Now, a sufficient and necessary condition for an 
a E an to belong to a('U) is, according to Theorem 5 
and the fact that the set k" ... kn - .. is a system 
of generators of g(lPl' ... lPn), that aok, = 
aok,,_m = o. Written in detail, 

kllCXl + ... + k,m+,CXm+l = q,(a) , 

k2lCX l + ... + k2m+lCXm+l + k2m+2CXm+2 = q2(a), (15) 

+ ... + kn-mncx" = qn-m(a) , 

where q,(a), ... qn-m(a) are some integers depending 
on a. We can solve (15) immediately, and we obtain, 
as an expression for the general element of a('U), 

CXm+l = -k
ql 

- t kkh .cx.(mod 1), 
Im+l _-I Im+l 

q, = 0, 1, ... k'm+l - 1, 
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q2 ~ k 
a .. +2 = k-- - L.J k~ a.(mod 1), 

2m+2 .-1 2m+2 

q2 = 0, 1, ... k2m+2 - 1, 

q .. -m a =---
"' kn - mn 

I: k,,-m. a,(mod 1), 
.. -1 kn - mn 

q,,-m = 0, 1, .. , k .. - m - 1. (16) 

Here aI, ... am can be arbitrarily varied over 
the domain am. By taking a l = ... = a, = 0, 
we obtain :D('ll) which is obviously a subgroup 
of a". Q.E.D. 

In Theorem 5 we have established that 9 C 9 "" 
ex E a('ll). As the intersection of subgroups of a 
certain group is again a subgroup of the same group, 
we have that n aE(l('ll) g", is a subgroup of Z" and 
g(CPll ... cp,,) c naE(l('ll) g",. 

Theorem 9. For a set of fields CPI, ... CP .. , 

g(cpI' '" cp,,) c Z" 

(defined in Theorem 4) is identical to the inter
section of all the subgroups 9 a belonging to all 
multiplicative symmetries U a (for a definition fo g" 
see Theorem 5). Concisely written, g(CPll ... cp,,) == 
naE(l('ll) gao 

Proof: If kEg a then, according to the definition 
of 9 "" a-k = 0, a E a('ll). 

We first consider the case m = 0. Then a('ll) 
does not contain any Lie groups, and 9 has a 
generator of n linearly independent elements 
kl' ... k,.. By choosing these kl' ... k,. in a con
venient way, the a E a('ll) fulfill Eq. (16) for 
this case: 

ql = 0, 1, ... ku - 1, 

q2 k21 ( d 1) a2 = k- - -k al mo , 
22 22 

q2 = 0, 1, ... k22 - 1, (17) 

n" k"l k""_1 (od 1) a,. = ..2!!.. - - al - ... - -- a,.-I m , 
k.... k .. " k .. .. 

q .. = 0, 1, ... k .... - l. 

Assume k is of the form k(l) = {k~I), 0, ... OJ. 
Then taking the a(!) which is obtained from (17) 
by inserting ql = 1, q2 = ... = q .. = 0, we conclude 
from a(1) -k = ° that k~l) Ikl1 = "I (III is an integer), 
i.e., k(!) =III-kl' (Remember that k!2='" =kl"=O). 

We will prove now the theorem by induction. As
sume that it has been shown for allk(j-I) E n",E(l('ll) 9 a 

of the form k( ;-1) = {k~i-1), '" k:~~I), 0, ... OJ 

that they belong to g, i.e., that they can be expressed 
in terms of kl' '" k;_1 as a linear combination 
with integral coefficients. Take any k(;) 
{k Ul ••• k5i> k Ul ° ... OJ whichsatisfiesk(j)'a=O l' ,-u 1 , , 

for all a E a('ll). Choose an a(i) with the following 
components: aii> = ... = a/!.~ = ° (take ql = 
... = q;_1 = 0), aji> = 11k;; (take qj = 1), and 
the rest of the components calculated from (17) 
by taking q;+1 = ... = q" = 0. Then from 
k(j)-a(;) = ° we obtain kij) = IIj·k jj, where II; is 
an integer. Therefore the element k(j) - II;kj has 
its j, j+ 1, ... n components equal to zero (remember 
that kj;+1 = ... = k;" = 0), and, according to 
the assumption, it can be written as k(j) - II jk j = 
Lt:~ IIrkr (1111 ... 11;-1 are integers), i.e., k(j) = 
IIlkl + ... + II jk j. q.e.d. 

In the case that m > ° we proceed in a similar 
fashion. Assume that there is a k(!) En", 9 '" 
having the form k(!) = {k(!), ... k~~!, 0, '" O}. 
Then a-k(!} = 0, a E a('lL); using (16) we write 
this explicitly: 

kil) al + ... + k~l) am + k~lll (~- t ~ a.) 
klm+1 ,-I k lm+1 

+ (k
(l) _ k~lll k ) 
m k I", a", 

Im+l 

Here II(qll aI, ... am) can assume only integer 
values. Take ql = 1 and consider (18) in a neighbor
hood of al = ... = am = 0. As the left-hand 
side of (18) is a continuous function in all ... am, 
while the right-hand side can take on only discrete 
values, 11(1, aI, '" am) = "I = const for aI, '" am 
in a sufficiently small neighborhood of al = '" = 
am = 0. But then (18) can be fulfilled for all all' .. am 
from such a neighborhood only if 

that is k(l) = IIlkll which is the same result as for 
the case m = 0. The final result can be obtained 
again by the method of complete induction, using 
the same arguments as for the case m = 0. Q.E.D. 

If we are given a set of fields and we determine 
somehow the group of multiplicative symmetries'll, 
i.e., we find out a('ll), and we would like to find 
out g(cpI, ... cp,,), we don't have, fortunately, to 
deal with all the 9 a's. This assertion is based on 



                                                                                                                                    

MULTIPLICATIVE SYMMETRIES IN FIELD THEORY 451 

the easily demonstrable relation 

a', a" E <X('U). 

Therefore we can write 

S(rp1, ... rp .. )-( (\ S ,,) (\ ( (\ SaY. 
aE q>('U) aE:D('U) 

Notice that the set a (1) , ••• a("-"') E ~('U) 

corresponding to q1 = 1, q2 = ... = q .. _", = 0; ... ; 
q1 = ... = q .. -",-1 = 0, q,,-m = 1, respectively, is a 
system of generators of ~('U). [It has been assumed 
that krm+r ;::: 2 for all r = 1, ... n - m; if this 
is not the case and there are ro of these kr",+r, 

which are equal to one, the introduced system of 
generators of ~('U) will contain only (n - m - ro) 
elements.] Therefore, 

(\ Sa==Sa(,I(\···(\Sa<o-.. I. (19) 
.E:D('U) 

The continuous group e('U) will not give much 
trouble! Writing the general element of e('U) in 
the form a = Cltl + ... + c",t", (mod 1), the condi
tion that k E e('U), namely that a·k = 0 is 
explicitly written (v is integer-valued) 

flO 

L: (crlkl + ... + cr"k,,)tr = v(t l , ••• t",). 
r-1 

By an argument already used in the course 
of proving Theorem 9, we conclude that all 
k E (\ aEe S a are determined by the set of equations 

r = 1, ... m. (20) 

Until now we have dealt with the connection 
between multiplicative symmetries and Wightman 
distributions. How do these results affect the Hilbert 
space X? To deal with this problem we have to 
introduce some notations very similar to the ones 
in Definition 3. 

Definition 4. For any k E Z", denote by Ik) 
the set of vectors from Do, obtained by applying 
to the vacuum state 'lro a product of field operators, 
each field having been taken at some arbitrary 
point f E S4; this product of field operators has 
to contain a complex field rpj k; times, and its adjoint 
k;' = ki - k j times, and it has to contain a real 
field rpj' k j , times. 

It is a restatement of the axiom about the 
cyclicity of Wo (Axiom V) when we say that the 
closure of the linear manifold determined by the 
set UkEZO Ik) is the whole X. 

Theorem 10. If S(rph ... rp,,) does not coincide 

with Z" then the Hilbert space X is the direct sum 
of nontrivial mutually orthogonal subspaces b., 
where g runs over the factor group of Z" by its 
(invariant) subgroup S(rp1' ... rp,,): X = EB. b., 
g E Z"js; D. is the linear manifold spanned by the 
vectors of the union UkE. Ik). Each b, is left 
invariant by U(a, 1): U(a, l)b. C b. (i.e., the 
energy-momentum operator P~ takes D (\ b. into 
itself). All the vectors in b. are eigenvectors [with 
the same eigenvalue exp (21riak) , kEg] of each 
multiplicative symmetry U a' 

Proof: First notice that, if 'Irk Elk) and 'Irk' Elk'), 
then ('Irk, 'Irk') is a Wightman distribution and that 
('Irk, 'Irk') E (k' - k). Therefore if 'Irk Elk), k E Z", 
then II'lrkW E (0). As all the elements of (0) do not 
identically vanish (see Theorem 3), each Ik) must 
contain nonzero vectors; and so does then the 
linear manifold D. spanned by all the vectors in 
UkE. Ik), g E Z"js, which proves that b. is a 
nontrivial subspace of X (except when S == Z", 
in which case Z"js is trivial). 

On the other hand, if kEg, k' E g'(g, g' E Z"jS) 
and g ~ g', then k - k' EE S(rpl, ... rp .. ) so that 
(k - k') = 0; which means that all vectors from 
UkE. Ik) are orthogonal to all vectors from 
Uk'E" Ik'). Therefore, b. is orthogonal to b., for 
g ~ g'. Obviously X = EB.EZO/9 b •. 

We notice that each 'Irk Elk) is an eigenvector of 
each U" E 'U having the eigenvalue exp (21ria·k). 
All the vectors in UkE. Ik) belong to the same 
eigenvalue exp (21riu·k), where k is any element 
of g E Z"jS. As all U a are bounded and therefore 
continuous operators, all the vectors in b. belong 
to this same eigenvalue. 

Now, as a consequence of Theorem 9, if g ~ g', 
there is at least one a E <X('U) such that the eigen
value of U a in b. differs from its eigenvalue in b.,. 
Otherwise k· a = k'· a(k E g, k' E g') for all 
a E <X('U) and that would imply (Theorem 9) that 
k - k' E S, i.e., that g = g', which is a contradiotion. 

As, according to Theorem 1, U (a, 1) commutes with 
all U a, the aforesaid implies that U(a, l)b. C b •. 

Q.E.D. 

2. IMPLICATIONS OF THE RESULTS OF THE 
FIRST SECTION 

A. Some General Remarks 

Throughout the first section, for the sake of 
generality, the real fields have been considered 
along with the complex ones. We would like now 
to remark that when, for instance, rp1 is a real 
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field, g(CP1, ... CPn) contains, according to Theorem 4, 
the element {2, 0, ... O}; as a consequence, a l ('U)13 
may contain only a = 0, !. This is an obvious 
result, which otherwise follows immediately when 
we insert the Hermiticity condition in Definition 
l(b), of Sec. 1 to obtain Xl = Xl. 

The application of the exposed theory on the 
case of free complex fields does not give any result 
which is not obvious beforehand. Because of the 
particularly simple structure of Je in this case [Je 
being just a direct product of the Hilbert spaces 
Jew for the complex free fields CPh ... CPn and each 
Jew the direct sum of one, two, etc. particle (anti
particle) subspaces], the group g(CP1' ... CPn) for 
complex free fields consists only of the zero element. 
Therefore a('U) coincides with an, and zn /g is 
identical with zn. The complex free fields have all 
the possible multiplicative symmetries! 

One might consider as reasonable to expect that 
the identical vanishing of Wightman distributions 
can be always ascribed to the existence of multiplica
tive symmetries. Because of Theorem 9, it would 
be sufficient (and, of course, necessary) for this 
to be true to establish that all the elements of an 
(k) ;c 0 (i.e., kEg) do not vanish identically. 
N ow, Theorem 3 tells us that when kEg then 
all elements of (k) of 8ufficiently high order do not 
vanish identically. On the other hand, there is 
reason to believe that in some cases this is not 
true for elements of the lowest order belonging to 
a (k) ;c o. To prove this assertion rigorously would 
mean to give a theory formulated in the language 
of Wightman axioms in which there is at least 
one (k) ;c 0 such that some of the Wightman 
distributions of the lowest order belonging to (k) 
are vanishing identically. Unfortunately, at present 
there are not known theories formulated in a 
mathematically precise language, except the free 
fields and generalized free fields, which do not offer 
an illustration of the desired type. But there can 
be found among the present mathematically non
rigorously formulated field theories such ones which, 
when treated by perturbation methods, yield the 
desired kind of example. As any future theory 
formulated in the mathematically rigorous language 
of Wightman axioms is expected and hoped to have 
many common (desirable) features with the already 
existing field theories, it can be expected that they 
will share some of the less significant features. 
Therefore we have an indication, even though not 
a rigorous proof, that the hope that the systematic 
identical vanishing of Wightman distributions can-

13 See Theorem 7 for definition of d;('U). 

not be alwaY8 accounted for by the existence of 
some multiplicative symmetries. 

B. Multiplicative Symmetries and the Restricted 
Lorentz Group 

In Sec. 1, while studying the properties of 
g(cp(l) , ... cp(N»,14 there was only one axiom left, 
whose possible influence on 9 has been not completely 
taken into account; that is Axiom III. Therefore, 
in this subsection we intend to formulate two 
theorems and make a few comments on the relation 
between multiplicative symmetries and the behavior 
of field components under the restricted Lorentz 
group in a given quantum field theory which obeys 
the Wightman axioms. A slight enlargement of our 
terminology, contained in Definitions 1 and 2, will 
be useful. 

Definition 1. A multiplicative symmetry U E 
'U(cp(l) , ... cp(N», given by the relations 

,,= 1, ... N, 

r = -8" -8. + 1, ... 8., 

will be called a proper multiplicative symmetry if 

X~;. = X~;.+l = ... = X!:> = X('>, ,,= 1, ." N. 

All the multiplicative symmetries not satisfying 
this condition will be called improper. 

We can now formulate a theorem which is easy 
to prove using the same technique as for the proof 
of Theorem 1 in Sec. 1. 

Theorem 1. A necessary and sufficient condition 
for a multiplicative symmetry U" to commute with 
U(O, A), A E .,c!, is that U" is a proper multiplica
tive symmetry. Therefore, for quantum field theories 
in which M'" (J.I., " = 0, 1, 2, 3) correspond to 
observables, the supersymmetry group16 @; consists 
only of proper multiplicative symmetries. 

The question can be now raised whether improper 
multiplicative symmetries can exist at all in a field 
theory obeying Wightman axioms. An example 
which is trivial but sufficient to assure us that the 
answer to the question asked is affirmative, is the 
case of "complex" free fields, which possess all 
possible, proper and improper, multiplicative 
symmetries. 

Definition 2. A mUltiplicative symmetry U.. E 

14 See Sec. 1, Theorem 4. As in this section we are inter
ested in the behavior of 9 in relation to Lorentz rotations, 
the explicit notation of different components of the same 
spinor field is suppressed, Le., <p(l) = flO-B. (1), ••• 1"+" (1) }, 

etc. 
16 See Part 0, this section. 
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'U.(cp(l} , ••• cp(N» will be called trivial with respect 
to the field cpc'o' if 

i.e. 
),.~:;. = .•• = ),.~':;. = 1. 

I t will be called a proper mUltiplicative symmetry 
with respect to the field cp C v.l if 

( • .) c,')," ( • .) _ _ ,,(,t> 
a_a:"l. = ...... = a_apt' I.e. 1\-•• " - ..... - {\+.'1. 

Theorem ~. If the vacuum expectation value of 
one of the components of the field cpc,) does not 
vanish identically, say (cp;:' (1))0 ~ 0, f E S., then 
the vacuum expectation values of the rest of the 
components of cp(,) are not identically equal to zero, 
i.e., (cp~')(j»o ~ 0, r -s" -s. + 1, ... s., f E S,. 
Therefore 'U.(cp(l>, .•. cp(N» contains only multiplica
tive symmetries which are trivial with respect to 
the field cp(,). 

Proof; The proof is very simple and makes use 
only of the irreducibility of S(')(A) (see Axiom III). 

Take a (2s. + I)-dimensional Hilbert space L(') 
in which, for an orthonormal basis er (r = -s.,·· ·s.), 
we define the finite dimensional representation of 
.c1: S(')(A)er = 2:;._-. S!:!(A)er •• Denote by L~') 
the subspace spanned by all vectors 

" 2: (cp;,) (i»ner, f E S4' 

Because of the relation 

(cp;,) (flO. A -, '»0 = t S;:~(A)(cp;~) (mO, 
,.'--3. 

derivable from Axiom III, we have that L~') is 
left invariant by Se"(A), A E SL(2, C). As SC"(A) 
is an irreducible representation of SL(2, C), we 
conclude that Lri" is a trivial subspace of L(·). But 
as, according to the assumption, there is a foE S4 
such that (cp!:' (fo»o ~ 0, L~') cannot coincide with 
the null vector, i.e., L~') = L C

,). This relation can
not be true if for some integer r, -s, ~ r ~ s" we 
have for all f E S4 that (cp;" (f»o = 0. q.e.d. 

The last part of the theorem is an obvious con
sequence of 

(rp;"(f))o = (U;;1 '110, rp~"(j)U-1'110) 

= exp (2'1T'ia;'»(cp;') (f»o, r = -s" '" s,. 

It follows, of course, also from Theorem 5 of Sec. 1. 
Q.E.D. 

In connection with Theorem 3, it is interesting 
to remark that it has become a convention16 to 

18 See, e.g., R. Haag and B. Schroer, J. Math. Phys. 3, 
248 (1962). 

take (cp;')(f»o == 0, p = 1, ... N, r = -s., '" s" 
f E $4' Namely, if we have a field theory which 
does not fulfill this requirement, it is always possible 
to introduce new fields cp;C.) (f), defined by 

cp:(')(f) = cp;')(f) - (rp;')(f»o, 

which conform to the convention. The change from 
cp(,) to rp,C" is regarded as trivial, probably because 
in all present field theories, which are formulated 
in terms of equations of motion and canonical 
commutation relations, it leaves both unaffected. 
But, as Theorem 3 shows, a significant change in 
the group of multiplicative symmetries might occur: 
the theory of rp'CV' fields can be richer in multiplica
tive symmetries than the theory with rp c.) fields. 

It would be natural to expect that, by using the 
relativistic invariance of a considered field theory, 
one would be able to infer, from the fact that some 
Wightman distributions vanish identically, that a 
larger class of these distributions are also identically 
equal to zero. In other words, it looks as if the 
theorems in Sec. 1 do not exhaust all the possible 
restrictions on g( CPI, ••• rplt) which are derivable 
from the invariance of the theory under .c1. It 
could be expected that, by using a generalization 
of the method employed in proving Theorem 2, 
one could prove similar theorems for Wightman 
distributions containing two or more field com
ponents. 

The reason why such a method fails is that 
Wightman distributions containing two or more 
field components undergo, in their spinor indices, 
transformations which are direct products of irre
ducible Lorentz representations; i.e., these trans
formations are in general reducible. To inquire what 
is the effect of the condition 5ID.,,(f) == 0, f E Sb, 
valid for some Wightman distributions of the pth 
order, on the behavior of the other Wightman 
distributions of the same order, one has to proceed 
in the following way: 

Let us say that an irreducible representation 
of .c1 occurs only once in the direct product 
S(p,) @ ... @ S<vp

), of the irreducible representa
tions SCV"(A), ... SCvP)(A), according to which 
the p-order Wightman distributions 5$p transform 
in their spin indices. Then one has to find the 
conditions which define the set s(O) C S4" of all 
f E S'" for which all 5ID(f) of the pth order can be 
regarded, in their spin indices, to be vectors in the 
subspace of the space in which S<p" @ ... @ S(p·) 
is acting, which is left invariant by the mentioned 
irreducible representation. Applying a reasoning 
analogous to the one used in proving Theorem 2, 
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one can infer from the relation 5ill.,,(f) == 0, f E S (0), 

valid for a certain subclass Wightman distribution 
of the pth order, that the same relation holds for 
all the p-order Wightman distributions. 

A situation, when the procedure which has just 
been described is applicable, is encountered in the 
case when the spin of all fields of the considered 
theory is not greater than t. But already in this 
simplest case the conditions defining an S(O) with 
the mentioned properties are of a complicated and 
physically uninteresting nature. They may be of 
some interest in case of certain given theories 
where these conditions may acquire a simpler form. 
Therefore the conclusion is that the invariance 
of the theory under £1 does not supply us with 
any additional theorems which are of completely 
general nature and for whose proof only the validity 
of Wightman axioms is required. 

c. Multiplicative Symmetries as Supersymmetries 

In the last few years the application of von 
Neumann's achievements in the theory of W* 
algebras on the algebra of observables has resulted 
in a rigorously formulated theory of the structure 
of the algebra determined by all observables a 
quantum-mechanical theory.17 As a result of this 
approach, one can formulate the following theorem: 

The W* algebra of all observables, ~, determines, 
uniquely up to permutations in the index A, a 
decomposition 

of the Hilbert space X of states, into a direct 
integral of Hilbert spaces X,. This decomposition 
is such that for each A the W* algebra ~, induced 
by ~ in X, is irreducible, i.e., its commutant ~~ 
consists only of multiples of the identity, ~~ = 
{ al}. ~ consists of all operators A such that 
A'I' = {A),'I'.} , 'I' E X, '1'), E X)" where A), is 
u-measurable and essentially bounded. 

In this theory it is assumed that the center 3 
of the algebra ~ coincides with its commutant 
~': 3 = ~ n ~' = ~'.18 Now, in a quantum field 
theory, a self-adjoint operator which commutes 
with all observables defines a superselection rule. 
It is an empirical fact that the spectrum of the 

17 See J. M. Jauch, Helv. Phys. Acta 33,711 (1960); J. M. 
Jauch and B. Misra, ibid. 34, 699 (1961); J. M. Jauch, "Con
tinuous Geometry and Superselection Rules," CERN 61-14 
(1961); A. Galindo, A. Morales, and R. Nunez-Lagos, J. 
Math. Phys. 3, 324 (1962). 

18 This assumption is equivalent to the assumption that 
~ contains a maximal Abelian W* algebra. (See the second 
and last references of the previous footnote.) 

self-adjoint operator, corresponding to any of the 
known superselection rules, is discrete. 

On the other hand, it is a mathematical result 
that a W* algebra is generated by its unitary 
operators. A unitary operator 'U which belongs to 
~' and is not a mUltiplum of the identity is called 
by Jauch a super-symmetry. It is clear that the 
super-symmetries, together with the identity, form 
a group-the super-symmetry group @5. It is an 
assumption adopted by the conventional field theory 
that @5 is a subgroup of the group 'U of multiplicative 
symmetries. 19 If we accept this assumption as part 
of the framework of the axiomatic approach to 
quantum field theory, then, because of Theorem 10, 
Sec. 1, the decomposition of X into a direct integral 
X = rX, va:;;. becomes a decomposition in a 
direct sum of subspaces of X. If @5 == 'U then 
X, == D.(,)and X = EEl, D.(,) = EEl, X,. In general 
we can say: 

Theorem 3. If, in a quantum field theory, the 
W* algebra generated by the elements of the 
supersymmetry group @5 coincides with the center 
3 of ~, if 3 == ~, and if @5 is a subgroup of 'U, @5 C 'U, 
then 

where each subspace X), is left invariant by all 
the operators in ~. The algebras ~, induced by 
~ in X, are irreducible. 
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APPENDIX. WIGHTMAN AXIOMSl,2 

I. Each physical state is described by a ray qr 
in a separable Hilbert space X: qr = {a'l', a any 
complex number} where 'I' is a certain vector from 
X. In general, because of superselection rules, the 
converse does not have to be true: there can be 
rays which do not represent any physical states. 

II. A quantum-mechanical physical theory will 
be called a field theory with N spinor fields, each 
field having spin s" s, = 0, I, 2 ... (/I = I, ... N), 

18 It is evident that in a theory in which M", corresponds 
to observables and which besides possesses improper multi
plicative symmetries, ® does not coincide with 'U (see Theo
rem 1, Sec. 2). 
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if there is a set of operator valued functionals 

(I) (f) (I) (f) (I)(f)' . (N) (f) lI'-.1 , ~-.1+1 ,'" ({Jilt " .• ,CP-BN , 
(N) (f) (N) (f) 

CP-aN+l " •• CP'N , 

f E S4 (S, is the space of infinitely differentiable 
functions in r variables, which vanish at infinity, 
together with all their derivatives, faster than any 
polynomial in their arguments), fulfilling the follow
ing conditions: 

1. The intersection of the domains of definition 
of all these n = L~-l (2s. + 1) operators for 
all values of their arguments f E S4 contains a 
domain D C X having the following two 
properties: 

(a) D = X, i.e., D is everywhere dense in X. 

(b) cp~')(f)D C D, f E S4' V = 1, '" N, 

r = -s., -SF + 1, ... s •. 

2. (<I>, cP~')(f)'lt), f E S4, V = 1, ... N, 

r = -s., ... s. 

is a distribution in S~, in the sense of Schwartz, 
whenever <I>, 'It E D. 

3. When acting on vectors in D, the field 
operators are linear functionals, i.e., 

cp~')(af + bg)'lt = acp~')(f)'lt + bcp~')(g)'lt, 

v = 1, ... N, r = -s., .,. + s" 'It ED, 

where a and b are any complex numbers and 
f, g E S4' 

III. The field theory is a relativistic field theory 
if unitary (anti-unitary) operators U(a, A) perform
ing the transition to a relativistically transformed 
state have the following properties: 

1. They form a continuous unitary representa
tion of the inhomogeneous unimodular group 
SL(2, C)(A ~ ±A for A E .,e1), 

II(U(a', A') - U(a, A)'ltll ~ 0 

for {a',A'I~{a,AI, 'ltEX. 

2. U(a, A)D C D, {a, Al E 6'.20 

3. U(a, A)cp~')(f)U(a, A)-l . 
= L S~;~(A)cp~~)(fla.AI)' 

r'--. 
v = 1, ... N, f E S4, 

fla.AI(X) = f(A-1(x - a) E S4, 

10 <P denotes the Poincare group. 

where SIp) (A) is an irreducible representation 
in a (2s. + I)-dimensional vector space of the 
homogeneous restricted Lorentz group as well 
as of the three-dimensional rotation group 
(double-valued if s, is half-integral). 

IV. (Spectral conditions) As a consequence of the 
asumptions of Axiom III, the representation of the 
translation group can be always written in the form 

Ell 

U(a, 1) = J exp (ip •• a') dp.(P) , X = J JC" V dp.(P) , 

where dp.(p) is a projection-valued measure required 
to fulfill the following conditions: 

1. dp.(p) = 0 for p outside the forward light 
cone, i.e., supp dp.(p) C V +. 

2. (uniqueness of vacuum state) p.(O)X = 
{ a'lt 0, a any complex number I where 'It 0 E X 
is a vector, which it is convenient to choose 
to be of unit norm, i.e., II'ltoll = 1; 'lto will 
be called the vacuum state. 

3. 'lto ED and U(a, A)'lto = 'lto. 

V. (Cyclicity of the vacuum state) The linear 
manifold Do obtained by applying on 'lto all possible 
polynomials in the field operators, each field op
erator being taken at any point f E S4, is dense 
in X, i.e., Do = x. 

As a consequence of the nuclear theorem of 
Schwartz, a unique meaning can be given to the 
smearing of any product of n field operators (n = 
1, 2, 3, ... ) with a function from S4n, when this 
product is applied on a vector from D. Therefore 
we can define Dl as the linear manifold obtained 
when each term of polynomials in fields applied 
on 'It 0 is smeared with an f E S4n (in case that the 
term is the product of n fields). Obviously DI => Do 
and DI = x. 

VI. (Local commutativity) For any f, g E S4 such 
that f(x) .g(y) = 0 if (x - y)2 ~ 0, the relation 

[cp~')(f), cp~~')(g)]±'lt = 0, v, v = 1, ... N, 

r = -s., ... s., r' = -S'" ... Sp', 'It E D 

is assumed to hold, where the commutator is taken 
if at least one of the fields is a Bose field (integer 
spin), and the anticommutator is taken when 
both fields are Fermi fields (half-integral spin). 

VII. (Ruelle's axiom) The /lin" and /lout" states 
span the whole Hilbert space X of interacting 
fields, i.e., 
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Direct-interaction theories are examined from the viewpoint of relativistic scattering theory and 
the associated concept of "asymptotic covariance." It is pointed out that with any two-particle 
Hamiltonian which has no bound states there can be associated a variety of representations of the 
Lie algebra of the inhomogeneous Lorentz group (IHLG), although the S matrix is in general not 
covariant. It is shown that the requirement of asymptotic covariance ensures both the covariance of 
the S matrix and the existence of a unique representation of the IHLG to be associated with the 
relativistic two-particle system. The connection between the Lie algebra, the covariant form of the 
S matrix, and the uniqueness of K, the generator of pure Lorentz transformations, is thereby clarified. 
The extension of these considerations to include bound states is made. The form of H given by Bakam
jian and Thomas is shown to satisfy asymptotic covariance and, moreover, to be the most general form 
of interest from the viewpoint of relativistic scattering theory, thereby including as a special case a 
form of H suggested by Sudarshan. It is also proved that relativistic Hamiltonians of this type do not 
admit the usual notion of a coupling constant. 

1. INTRODUCTION 

T HE basic physical considerations for a rel
ativistic quantum theory are embodied in the 

work of Dirac! and of Wigner,2 and have recently 
been further emphasized by Foldy.3 These considera
tions lead to the result that the Hilbert space of a 
relativistic system is a representation space of the 
inhomogeneous Lorentz group, the representation 
being by linear mappings. If we concern ourselves 
only with the proper inhomogeneous Lorentz group 
(IHLG), we can take the representation to be 
unitary. The problem then of finding relativistic 
theories is, at a minimum, that of finding unitary 
representations of the IHLG or, equivalently, a 
set of Hermitian operators that satisfy the well
known commutation relations (Lie bracket relations) 
for the IHLG and which can then be identified 
as the infinitesimal generators of a unitary rep
resentation of the IHLG. 

Weare interested here in relativistic systems with 
interaction. The irreducible representations of the 
IHLG give only descriptions of elementary systems 
or particles. Thus, in relativistic particle dynamics, 
one is interested in the reducible and mathematically 
equivalent representations, as Dirac4 has recently 
emphasized. That is, equivalence from the point 
of view of representation theory is not equivalence 
from the point of view of physics. 

* This research was supported in part by the U. S. Air 
Force and in part by the National Science Foundation. 

t Based in part on a dissertation submitted by R. Fong 
in partial fulfillment of the requirements for a Ph.D. degree 
at the University of Maryland, July, 1963. 

! P. A. M. Dirac, Rev. Mod. Phys. 21, 392 (1949). 
2 E. P. Wigner, Nuovo Cimento 3. 517 (1956). 
a L. L. Foldy, Phys. Rev. 122,275 (1961). 
• P. A. M. Dirac, Rev. Mod. Phys. 34, 592 (1962). 

In the case of direct-interaction theories, i.e., 
theories in which the infinitesimal generators, H, 
P, J and K, are functions only of the dynamical 
variables and which are thus theories in which 
there are no external fields and the number of 
particles is conserved, Bakamjian and Thomas' and, 
more recently, Sudarshan6 have given relativistic 
theories in the sense that they have displayed 
nontrivial sets of operators which satisfy these 
commutation relations. However, these results have 
not been discussed from the point of view of scatter
ing theory. We shall thus be concerned with the 
relation between the IHLG and relativistic scattering 
theory. It is well-known that in relativistic scatter
ing theory the form of the S matrix is such that , 
considering the simple case of the elastic scattering 
of two particles, 

(E:E~)tS(q:, q~; q!, q2)(E!E2)t = invariant, (1.1) 

where E" E: (i = 1, 2) are the appropriate particle 
energies. 7

•
8 We shall thus require that a relativistic 

theory should not only provide a representation 
of the IHLG but should also give rise to an S matrix 
of the form given by Eq. (1.1). Hereafter, an S 
matrix will be called covariant if it satisfies Eq. (1.1). 

As will be seen, given any reasonable direct
interaction Hamiltonian H, that does not give rise 
to a bound state, one can exhibit a set of infinitesimal 

5 B. Bakamjian and L. H. Thomas, Phys. Rev. 92, 1300 
(1953). See also see Ref. 3. 

o E. C. g. Sudarshan (unpUblished). See also E. C. G. 
Sudarsha;n, 10 Lectures in Theoretical Physics Brandeis Sum
mer InstItute 1961 (W. A. Benjamin Company, Inc., New 
York, 1962), Vol. 2. 

7 W. Heisenberg, Z. Phys. 120,513 (1943). 
B C. Ml'lller, Kgl. Danske Videnskab Selskab, Math.-Fys. 

Medd. 23, No.1 (1945). 

456 



                                                                                                                                    

RELATIVISTIC PARTICLE DYN AMICS AND THE S MATRIX 457 

generators for the IHLG in which H is the in
finitesimal operator of time translations. But, to 
say the least, not all reasonable Harniltonians
reasonable in the sense that one can apply scattering 
theory-give rise to a covariant S matrix. Thus 
the requirement that one has a representation of the 
algebra of the I H LG is not sufficient to ensure that 
the theory yields a covariant S matrix. 

To clarify this situation, a concept of "asymptotic 
covariance" is introduced. In local relativistic 
quantum field theory asymptotic covariance is 
implicit in the basic axioms. However, this is not 
the case for direct-interaction theories. As will be 
seen, the explicit requirement of asymptotic covar
iance, namely that it should be possible to associate 
with each Lorentz matrix L a linear mapping (L) 
of Hilbert space onto itself with the property that 
for the "in" and "out" states 'l1(±>, 

(+l (Ll (+l (-l (Ll (-l 
'l1q , .q, -7 'l1ci,.ci, and 'l1q"q, -7 'l1ci, ,<i" (1.2) 

where the iii are the Lorentz-transformed three
momenta, assures both the uniqueness of the 
relevant representation of the IHLG and the 
covariance of the S matrix. 

We now give an outline of the following sections. 
The considerations which lead to the problem of 
finding a representation of the Lie algebra of the 
IHLG in relativistic quantum mechanics are briefly 
reviewed in Sec. 2. In Sec. 3, relativistic center-of
momentum (c.m.) variables are introduced, pre
liminary to a consideration, in Sec. 4, of two-particle 
direct-interaction theories. It is shown explicitly 
that with any two-particle Hamiltonian H which 
has no bound states there can always be associated 
a variety of representations of the Lie algebra of 
the IHLG. The implications of the assumption 
of asymptotic covariance are studied in Sec. 5, and 
the connection between the Lie algebra, the covariant 
form of the S matrix, and the uniqueness of K, the 
generator of pure Lorentz transformations, is 
clarified. In Sec. 6, the form of H proposed by 
Bakamjian and Thomas6 is considered from the 
viewpoint of scattering theory. In Sec. 7 the problem 
of specifying the general class of Hamiltonians 
which will yield a covariant S matrix is studied. 
In Sec. 8, the extension of the previous considera
tions to bound states is made. Section 9 contains a 
summary of the results and a concluding discussion. 
Some further aspects of the nature of relativistic 
"potentials" are considered in the Appendix. 

2. THE PROPER INHOMOGENEOUS LORENTZ 
GROUP 

In this section, a brief review is given of the 

considerations that lead to the problem of finding 
realizations of the Lie algebra of the IHLG in terms 
of operators in a Hilbert space.2 

The principle of relativistic invariance, as form
ulated by Haag,9 is incorporated in the following 
three postulates: 

"(a) It should be possible to translate a 
complete description of a physical system from 
one coordinate system into every equivalent coor
dinate system. 

"(b) The translation of a dynamically possible 
description should be again dynamically possible. 
Expressed in a somewhat more simple language, a 
succession of events which appears possible to one 
observer should appear possible also to any other 
observer. 

"(c) The criteria for the dynamical possibility 
of complete descriptions should be identical for 
equivalent observers." 

Now, with the assumption that all self-adjoint 
operators are observable, i.e., that any two rays in 
Hilbert space can be distinguished, postulate (a) 
implies that the physical system can be described 
by the same set of rays by all observers and that 
there exists a well-defined isomorphism between the 
individual labelings of any two observers. In other 
words, the same Hilbert space can be used by all 
observers to describe the physical system and the 
isomorphism is seen to be an automorphism W of 
the rays in this Hilbert space. (Foldy3 has called 
this Hilbert space the "public" Hilbert space.) 
Mathematically, if a physical system is seen by two 
observers A and B to be in the normalized states 
Ief» and leP), respectively, then 

IcP) = w Ief»· 

Postulate (b) tells us that transition probabilities 
are invariant, i.e., I(ef>i I ef>2)1 2 = l(cPi I cP2)12, from 
which it follows that one need only consider unitary 
or antiunitary W. Postulate (c) now implies that 
W can depend only on the relation of the two 
reference frames of A and B with respect to each 
other, and not on their relation with respect to 
some absolute frame of reference in space-time, i.e., 

W = W(.£) , 

where .£ = {a, L} is the Lorentz transformation 
relating the reference frames of A and B. There 
is then the consistency requirement that for a third 
observer C, the transition from A to B to C should 
give the same result as the direct transition from 

9 R. Haag (unpublished). The postulates appear in the 
given form in Ref. 2. 
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A to C. This implies that the set of mappings 
{W(£)} is a representation of the inhomogeneous 
Lorentz group up to a phase factor. If one is con
cerned only with the proper inhomogeneous Lorentz 
group (IHLG), W(£) may be taken to be unitary 
and the phase factor may be more or less eliminated. 10 

Thus, the symmetry of the restricted principle 
of relativity is mathematically embodied in the 
IHLG. In a relativistic theory one must, therefore, 
be able to exhibit a unitary representation W(£) 
of the IHLG for the system. Equivalently, one 
must, at least, exhibit operators H, P, J, and K 
that satisfy the well-known commutation relations 
(C.R.), i.e., the Lie bracket relations, for the IHLG: 

[Pi' Pj] = 0, [Pi' H] = 0, [J i , H] = 0, (2.3a) 

[J i , J j ] = iEijJk, [J i , Pj] = iEijkPk, 

and 

[J i , K j ] = iEijkKk, [H, K j] = -iP j , (2.3b) 
[K i , K i ] = -iEijJk, [Pi' K j] = -ioijH, 

where we have put h = c = 1. One can then identify 
H, P, J, and K as the infinitesimal generators 
of time translations, space translations, space rota
tions, and pure Lorentz transformations, respectively. 

3. RELATIVISTIC CENTER-OF-MOMENTUM 
VARIABLES 

Let P, denote the three-vector momentum vari
able associated with a particle of mass mi (i = 1, 2) 
in a momentum-space representation. We define 
four-vectors Pi by 

Pi = (P~) = (p~, Pi) = (Ei(Pi), p~, p~, pD, 

where 

Ei(Pi) = (m: + pDl, 

and generally denote the result of transforming Pi 
with a Lorentz matrix L = (D'.) by Pi: 

Pi = Lpi = (Ei' Pi)' 

We denote the three-vector part Pi by 

Pi = L(Pi)' 

(3.1a) 

(3.1b) 

For a pure Lorentz transformation with velocity v, 
we write L = L(v) and have, explicitly, 

Pi = Lv(Pi) == Pi + ('Y - l)(Pi ·V)V - 'YE,V, 

Ei = 'Y(E i - Pi'V), 

where'Y = (1 - v2)-t. 

(3.2) 

10 E. P. Wigner, Ann. Math. 40, 149 (1939); lectures in 
"Group Theoretical Concepts and Methods in Elementary 
Particle Physics" (Proc. Symp., Istanbul 1962), edited by 
F. Giirsey (Gordon and Breach, New York, to be published). 

It will prove convenient to introduce new vari
ables P and k via 

where 

and 

P = PI + P2, 

k = (E2Pl - ElP2)/(El + E2), 

Ei = HEi + Wi), 

(3.3a) 

(3.3b) 

Wi = wiCk) = (m~ + k2)i. (3.4) 

k is simply the three-momentum of particle 1 in 
the "instantaneous" c.m. system and the form 
Eq. (3.3b) for k is obtained, after some manipulation, 
by choosing v = u in Eq. (3.2), where 

Thus, 

and 

u = U(Pl, P2) = (PI + P2)/(El + E,). 

(Wl(k), k) = L(U)Pl' 

(w2(k) , -k) = L(U)P2' 

(3.5) 

The magnitude of k 2 is determined directly from 

(3.6) 

where 

P = PI + P2 = (E, P) = (El + E 2, PI + P2)' 

The Jacobian of the nonlinear transformation 
from the variables PI, P2 to the variables P, k may 
be shown, after some tedious calculation, to have 
the form 

J(p ) - a(pl' P2) _ EIE2 WI + W2 
1, P2 - a(k, P) - El + E2 WlW2 (3.7) 

Let p~P, p~P denote the (abstract) momentum 
operators associated with the particles, acting in a 
Hilbert space JC = {'l1} which is spanned by states 
Iql, q2) ("product plane waves"), defined by 

p~P Iql' q2) = q. Iql, q2) (i = 1,2), (3.8) 

and normalized so that 

(ql, q2 I qL q~) = O(ql - qDO(q2 - qD, 
(3.9) 

J dql dq2 Iql' q2)(ql, q21 = 1. 

The operators k<>P and pop are defined through 
Eqs. (3.3a, b) by replacing Pi by p~P and P by POP, 
k by k<>P in these equations. Since 
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it follows that 

[k0!>, po!>] = 0, 

so that X can be spanned by simultaneous eigen
states II, Q) of kop and poP, defined by 

k°!> II, Q) = I II, Q), 

po!> II, Q) = Q 11, Q), 

and normalized so that 

(I, Q II', Q') = 5(1 - I')5(Q - Q') 

J dl dQ 11, Q)(I, QI = 1. 

Since 

k°!> Iql' q2) = k(ql' q2) Iql' q2), 

po!> Iql' q2) = (ql + q2) Iql' q2), 

(3.10) 

(3.11) 

where k(ql, q2) is given by Eq. (3.3b) with Pi -+ qt, 
we may take 

where 

1 = k(ql' q2), 

Q = ql + q2, 

and N is determined from Eqs. (3.9) and (3.11). 
Thus, 

NN'5(ql - qD5(q2 - q~) = 5(1 - I')5(Q - Q'), 

which yields 

so that 

(3.12) 

It follows that the wavefunctions !f(Ph P2) and 
q,(k, P) of a state 'l1, 

where q, = q,o and !f = !fo are representatives of a 
state 'l1 = 'l1 0 which is an eigenfunction of some 
operator A with eigenvalue a. q,o and !fa are then 
eigenstates of the corresponding matrices 

(k, PI A Ik', P') and (Ph P21 A Ipf, p~) 

with the same eigenvalue a. 
The factor J-!(Ph P2) is not simply a normaliza

tion constant, since it varies when PI and P2 vary. 
However, in the particular case where 

'l1 = Iql, q2) = ri(ql' q2) 11, Q), 

so that 

!f -+ c5(P1 - ql)c5(P2 - q2), 

q, -+ ri(ql' q2)c5(k - I)c5(P - Q), 

the factor ri(pI' P2) in Eq. (3.14) may be replaced 
by ri(ql' q2), which is a constant, and the identity 

c5(P1 - ql) c5(P2 - q2) 

= rl(ql' q2)c5(k - l)c5(P - Q) (3.16) 

is recovered. 
We also note here the well-known identity 

(3.17) 

Finally, we define, for later use, operators poP and 
Rap which are cononically conjugate to ~P and POP, 

[k~!>, p~"] = -ic5;;, [P~!>, R~I>] = -ic5;;. (3.18) 

Thus, in a representation in which k and Pare 
independent variables, we have 

(3.19) 

Similarly, if r~I> is conjugate to p~P, so that with 
PI and P2 as independent variables 

(3.20) 

it may be shown that the angular momentum 
operator, defined by 

!f(PI, P2) = (PI' P2 1'l1), 

q,(k, P) = (k, P I 'l1), 
(3.13) J = r~P xp~I> + r;" xp;", (3.21) 

may be written in the form5 

are related by (3.22) 
!f(PI, P2) = r!(PI, P2)q,(k(PI' P2), PI + P2)' (3.14) where 

Furthermore, if A is an operator in X, the matrices 
which represent A in the two different bases are 
related by 

(PI' P21 A Ipf, p~) 

= ri(pI, P2)(k, PI A Ik', p')ri(pf, pD. (3.15) 

Eqs. (3.14) and (3.15) apply in particular to cases 

(3.23) 

Thus, the same decomposition of J holds as in the 
nonrelativistic case, where the C.m. momentum 
variables are defined by 

kn • r • = (m2PI - mIP2)/(ml + m2), 

(3.24) 
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4. DIRECT-INTERACTION THEORIES AND THE IHLG 

For a system of two spinless, noninteracting 
particles of mass ml and m 2 , the relevant representa
tion of the IHLG is simply obtained by adding 
the well-known generators of the IHLG for each 
of the particles considered separately. Thus, using 
a sUbscript "0" to distinguish operators referring 
to the free system, we take 

2 2 

Ho = L: H j , Po = L: p~P, 
i-I i-I (4.1) 

2 2 

Jo = L: r~P xp~P, Ko = L: t(r~PHj + Hjr?), 
i-I i-I 

where 

H j = [m~ + (p~Py]t. 
To introduce interaction one lets H ° ~ H, where 

H = H o + V, (4.2) 

with Va linear Hermitian operator. One must now 
supplement H with operators P, J, and K such that 
the C.R. of the IHLG [Eqs. (2.3a, b)] are satisfied. 
If, as in the "instant form" of dynamics, lone also 
demands 

P = Po, 

then the C.R. imply that 

[V, P] = 0, 

J = Jo, 

[V, J] = 0, 

(4.3) 

(4.4) 

corresponding to conservation of linear and angular 
momenta for the interacting system. Conversely, 
if we require that Eqs. (4.3) and (4.4) hold, then 
the parts of the C.R., Eq. (2.3a), which involve 
only H, P, and J will be automatically satisfied, 
and only those parts [Eq. (2.3b)] which involve 
K need further attention. 

Now it might be thought that it is in the further 
attempt to find a K such that the remaining C.R. 
[Eq. (2.3b)] are satisfied that the problem of con
structing relativistic direct-interaction theories 
hinges, and that the requirement that such a K 
can be found will yield restrictions on V, since some 
of these C.R. involve H and hence V. We wish 
to emphasize here that this is not the case, and 
that a K can be found for almost any V which 
has no bound states. In fact, we have 

Theorem 1. If H has complete sets of "in" and 
"out" scattering states, then there exists at least 
one choice of K such that H, Po, Jo, and K satisfy 
the C.R. of the IHLG. 

Proof: The hypothesis on V means that there 
exists for each (product) plane-wave eigenstate 

iqh q2) of H 0, an eigenstate 'lt~~.)q. of H which behaves 
asymptotically, in coordinate space, as a plane wave 
plus relative outgoing or ingoing spherical waves. 
Although not needed here, we note for later use 
the formal relation 

'lt~~.)q. = iql, q2) 

+ (El + E2 - H ± iEtlV iql' q2), (4.5) 

where E j = (m~ + q~)l and E ~ 0+. We now define 

nio = J dql dq2 i'lt~~.)q.)(ql' q2i· (4.6) 

Since the "in" states {'It(+) I and "out" states ('It(-)\ 
separately form complete sets, the operators n", 
are unitary, 

(4.7) 

The n", correspond simply to the unitary transforma
tion from the set of plane-wave states to the set 
of "in" or "out" states, since 

(4.8) 

From Eqs. (4.3) and (4.4) it follows that Po and 
Jo commute with n", so that we may write 

From Eq. (4.6), it is seen that 

Hn", = n±Ho, 

so that 

H = n±Hon:l. 

We now define operators K", by 

K", = n±Kon:l. 

(4.9) 

(4.10) 

(4.11) 

The set of operators Po, Jo, H, and K+ are then 
similarity transforms by the same operator n+ of 
the ten operators Po, Jo, Ho, and Ko. Hence they 
satisfy the C.R. of the IHLG. Since n+ is unitary, 
K+ is Hermitian, along with Po, Jo and H. The 
same statements hold for the set Po, Jo, H, and 
K_. This completes the proof. (The extension of 
this theorem to include bound states is made in 
Sec. 8.) 

More generally, if A is a unitary operator which 
commutes with Po, Jo, and Ho, we may define 

(4.12) 

and note that Po, Jo, H, and K A ", satisfy the C.R., 
since Po, Jo, and H are also similarity transforms 
by n",A. Thus, an enormous variety of operators K 
may be adjoined to Po, Jo, and almost any reasonable 
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H (= H 0 + V) to yield a set of 10 generators for a 
representation of the IHLG. 

Both the lack of any restrictions on V and the 
ambiguity in the choice of K are connected with 
the fact that the requirement that one have a 
representation of the Lie algebra of the IHLG is not 
sufficient to ensure that the theory is relativistic 
from the viewpoint of scattering theory. As we shall 
see in the next section, it is this latter requirement 
that both restricts the possible forms of V and 
reduces the ambiguity in K, in fact determines K 
uniquely and in such a way that, in the absence 
of bound states, 

K = K+ = K_. 

S. ASYMPTOTIC COVARIANCE 

Consider a two-particle system with Hamiltonian 
H = Ho + V. We assume that [Po, V] = [Jo, V] = 0 
and that H possesses complete sets of both "in" 
and "out" scattering states 1'l1(+) } 1'l1(-) } where l Ql.Qll 'l Ql,Qtl , 

the 'l1~~!q. satisfy Eq. (4.5) and so are normalized 
according to 

<'l1~~}.q.' I 'l1~~.)q,) = o(qf - ql)O(q~ - q2). (5.1) 

We now introduce the concept of asymptotic 
covariance by asking whether, with each Lorentz 
matrix L, it is possible to associate a linear mapping 
(L) of the Hilbert space onto itself, 

in such a way that (L) maps any (improper) eigen
state 'l1q ,.q. of H, which consists asymptotically of 
a plane wave Iql, q2) plus scattered waves, into a 
state which consists asymptotically of a plane wave 
lih, ih) plus similar scattered waves. Here qi is the 
Lorentz transform of qi [see Eq. (3.1b)], 

(i = 1,2). 

Thus, in particular, we require that 

(5.2) 

The physical interpretation of these states in terms 
of the time development of the corresponding wave 
packetsll leads one to expect that, in relativistic 
theory, such a mapping will exist. If the mapping (L) 
exists, then one may define an operator W(L), 
such that 

W(L)'l1~~!q. = N L(ql, q2)'l1t.)q" (5.3) 

and choose the factor N L so that W(L) will be 
unitary. The normalization of states implied by 

11 G. C. Wick, Rev. Mod. Phys. 27, 339 (1955). 

Eq. (5.1), and the identity of Eq. (3.17) then yields 

N L(ql, q2) = [El (ql)E2(q2)]1[El (ql)E2(q2)r' . (5.4) 

The requirement that for each L a W(L) exists satisfy
ing Eq. (5.3) will be referred to as the requirement 
of asymptotic covariance. If the {W(L)} exist, then 
it follows readily from Eq. (5.3) that they constitute 
a unitary representation of the homogeneous Lorentz 
group (HLG), i.e., they satisfy 

W(L I)W(L2) = W(L1L 2). 

The existence of the {W(L)} is not simply a 
matter of definition since the "in" and "out" states 
are determined, independently, by the Hamiltonian 
H and a boundary condition. To exhibit the question 
of the existence of W in the clearest possible way, 
we note that, with each Lorentz matrix L, we may 
associate unitary operators W ± (L) according to the 
definitions 

W +(L)'l1~7.)q. = N L(ql, q2)'l1t,)q" 

W _(L)'l1~:!q. = N L(ql, q2)'l1t.)q •. 
(5.5) 

Since the "in" and "out" states are complete sets, 
Eq. (5.5) determines the operators W±(L) com
pletely. The operator sets {W+(L)} and {W_(L)} 
then separately provide a unitary representation 
of the HLG. 

On comparing Eq. (5.5), which are definitions, 
with Eq. (5.3), which is the mathematical formula
tion of asymptotic covariance, one arrives at 

Theorem 2. Asymptotic covariance holds if and 
only if 

(5.6) 

For if Eq. (5.6) is satisfied, we may define W(L) as 

W(L) = W+(L) = W_(L) , 

and if Eq. (5.6) is not satisfied, there is no W(L) 
which satisfies Eq. (5.3). 

To proceed further, we first define the direct
product representation {U(L)} of the HLG as
sociated with the noninteracting two-particle system, 
with generators Jo, Ko, via 

U(L) Iql' q2) = NL(ql, q2) Iql' q2). (5.7) 

From Eqs. (4.8), (5.5), and (5.7), we then get 

W±(L)~± = ~±U(L). 

Thus, in the assumed absence of bound states, 

W±(L) = ~±U(L)~:. (5.8) 

If L is a pure spatial rotation R, then since 
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[10, 0,.,] = 0, Eq. (5.8) reduces to 

W ±(R) = U(R) , 

so that Eq. (5.6) is trivially satisfied in this case. 
On the other hand, if L is a pure Lorentz trans

formation, Eq. (5.6) is satisfied if and only if 

(5.9) 

where the K", are the generators of the W '" (L) and are 
related to Ko by Eq. (4.11). But Eq. (5.9) implies, 
on mUltiplication on the left by o! and on the right 
by 0 ... , that 

[SOP, Ko] = 0, 

where SOP, defined by 

soP = O~o+, 

(5.10) 

(5.11) 

is precisely the operator which, when taken between 
plane-wave states, yields the S matrix, 

is a rotationally invariant operator function of kop 

and pOP only. The associated K was taken to have 
the form 

Here pOP and Rop are conjugate to kop and POP [see 
Eqs. (3.18) and (3.19)], and lop is the internal 
angular momentum operator [Eq. (3.23)]. The C.R. 
are then satisfied with pop = Po and lop = 10' 

If one takes h to have the form 

(6.4) 
where 

ho = [m~ + (kOP)2]! + [m; + (koP)2]!, (6.5) 

and assumes that v decreases sufficiently rapidly 
at large distances, the scattering problem is well 
defined. For then H may be written in the form 

H = Ho + V, (6.6) 
(5.12) where 

Eq. (5.10) or, more directly, the corresponding Ho = H\ •• o, (6.7) 

relation for the finite transformation, and the interaction V, given by 

(5.13) 

implies that the S matrix is covariant. Conversely, 
Eq. (1.1) implies that Eq. (5.13) holds, so that 
W(L) may be defined as W",(L). Then, we have 

Theorem 3. The requirements that: 

(i) asymptotic covariance hold, 
(ii) K+ = K_, 

(iii) the S matrix is covariant, 

are all equivalent. 

We reserve further discussion of the requirement 
of asymptotic covariance to Sec. 9 and proceed to 
an examination of a model of direct-interaction 
theories which satisfies this requirement. 

6. THE BAKAMJIAN-THOMAS MODEL 

In this section we examine a class of direct-inter
action theories from the viewpoint of scattering 
theory. 

A direct interaction theory satisfying the C.R. 
of the IHLG was proposed some time ago by 
Bakamjian and Thomas,6 who stipulated a Hamil
tonian H of the form 

(6.1) 

where 

(6.2) 

V = H - H o, (6.8) 

vanishes rapidly at large distances. 12 Moreover, it 
follows from Eqs. (3.4), (3.6), and (6.5), that H o, 

defined by Eq. (6.7), coincides with the Ho of 
Eq. (4.1), i.e., 

Ho = [h~ + (p0P)2]i = HI + H2 , (6.9) 

so that that the interpretation of V as the inter
action is justified. 

We can now state 

Theorem 4. If H has the form (6.1), then the as
sociated S matrix is covariant. 

Proof: Let 4>:"') (k) denote the momentum-space 
wavefunctions of the "in" and "out" continuum 
eigenstates of the operator h [defined by Eqs. 
(6.4), (6.5)], with asymptotic relative momentum 1. 
Thus, 4>?) is determined by 

4>l±)(k) = c5(k - 1) + [wei) - w(k) ± iErl 

X f v(k, k')¢:"')(k') dk', (6.10) 

where 

(6.11) 

12 For nonlocal V, we mean by "vanishing at large dis
tances" that (xJVlx) --+ 0 as Ifs" - fl"' --+ 00 where X denotes 
a product of single-particle wave packets centered about 
fl" and r2". 
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and 

v(k, k') = (k Iv(k°P, pOP) I k'). 

One then obtains, in the standard manner, 

(1/>;:-) 11/>;+» = Il(l' - 1) - 2?riIl(w' - w)t l ,." 

where w' = w(l') and 

tl'.1 = (I' Ivll/>;+» 
= (I' Iv + v[w - h + iErlvll) I .. ,-w. 

(6.12) 

(6.13) 

(6.14) 

It follows from the rotational invariance of v that 
tl'.1 may be regarded as a function of wand cos 8 = 

1'·1 only: 

tl',1 = t(w, cos 8). 

N ow let PI and P2 denote variables related to 
k and P according to Eq. (3.3), and let ql and q2, 
eigenvalues of p~P and p~P, be similarly related to 1 
and Q. We define functions if;~~.'q. of PI and P2 by 

if;~~.)q.(Pl' P2) = [J(ql' q2) 

X J(PI, P2)rtl/>;±'(k)ll(p - Q), (6.15) 

and regard these as the momentum space rep
resentatives of the (improper) states 'It~~!q. in Hilbert 
space, according to 

if;~~!q.(Pl' P2) = (PI' P2 I 'It~:.)q.). (6.16) 

Now the functions I/>;±) (k)Il(P - Q) are eigen
functions of the matrix (k, PI H Ik', P') with eigen
value E, 

since 

(k, P IHI k', P') 

= (k l[h2(k0P, pOP) + P2]'1 k')Il(P - P'), 

and Eq. (6.10) implies that I/>;±' (k) are eigenfunctions 
of the matrix (kl h(kop, poP) Ik') with eigenvalue w(l). 

It follows from Eq. (3.15) and the remark there
after that if;~~.)q. (PI, P2) is an eigenfunction of the 
matrix (PI' P21 H Ipi, pO with the same eigenvalue. 
Thus, also using Eq. (3.6), we get 

H'It~~.)q. = (El(ql) + E2(q2)'It~~!q.. (6.17) 

Substituting Eq. (6.10) into Eq. (6.15) we find, 
using Eq. (3.16), that 

if;~:.'q. (PI, P2) = ll(Pl - ql) 1l(P2 - q2) 

(6. 18a) 

where 

x~:!q.(Pl' P2) = [J(ql' q2)J(Pl' P2)ri 

X Il(P - Q)[w(l) - w(k) ± iErlv<p~±)(k). (6. 18b) 

Equations (6.17) and (6.18) justify the interpretation 
of 'It~~.'q. as the usual "in" and "out" scattering 
states. Moreover, it follows from Eqs. (6.10) and 
(6.15) that the 'It(±) are appropriately normalized, 

('It~~:.q.' I 'It~~.'q.) = Il(qi - ql)ll(q~ - q2)' 

The S matrix is accordingly determined by 

S = S(qi, q~; ql, q2) = ('It~~:.q.' I 'It~~.'q,) 

= J if;~:-::q .• (PI, p2)if;~~.)q.(Pl' P2) dpl dp2' (6.19) 

Substitution of Eq. (6.15), followed by change of 
variables to k, P, yields 

S = [J(qi, q~)J(ql' q2)r'Il(Q' - Q)(I/>i:-' 11/>;+') 

or, using Eq. (6.13), 

S = [J(qi, q~)J(ql' q2)rtll(Q' - Q) 

X [Il(l' - 1) - 2?riIl(w' - W)t l •• I ]. 

Use of Eq. (3.16) (with p, ~ qD and the identity 

Il(Q' - Q)Il(w' - w) 

= [(w' + w)/(E' + E)]Il(Q' - Q)Il(E' - E) 

then yields 

S = Il(qi - ql)ll(q~ - q2) - 21rill(Q' - Q)rt l •• I , 

where 

r = [J(qi, q~)J(ql' q2)rt(W' + w)(E' + E)-I. 

r is to be evaluated on the energy-momentum shell, 
Q' = Q, or E' = E, Q' = Q. Using Eq. (3.7), we get 

r _ (EiE~.~.ElE2.~)-i w' + w. 
- E' w~w~ E W lW2 E' + E 

Since w' = w =? 11'1 = III =? w: = Wi, we get 

r = (EiE~IE2ri(WlW2)' 
so that 

(EiE~)i S(ElE2)' = [(ED' Il(qi - ql)(El)i] 

X [(E~)lll(q~ - q2)(E2)1] - 2?riIl(Q' - Q)F, (6.20) 

where 

(6.21) 

is an invariant function of the momenta qi, q:. 
Since the factors (E:)ill(q: - q,)(E,)i are also 
Lorentz invariant functions [Eq. (3.17)], the covari
ance of S is established. 

Now we consider the form for K [Eq. (6.3)] given 
by Bakamjian and Thomas, and show that it is 
the "right" K in the sense of Sec. 5. For simplicity 
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we assume that h [Eq. (6.4)] has no bound states. 
Since the S matrix has already been shown to be 
covariant, it follows from Sec. 5 that the correct 
choice for K is to take [see Eq. (4.11)] 

t 
K = K+ = n+Kon+, 

where n+ is defined by Eq. (4.6). Ko is defined by 
Eq. (4.1). An alternative form for Ko is5

•
13 

Ko = !CROP, Ho]+ - (eP xPOP)(ho + Hofl. (6.22) 

It may be shownl3 that n+ commutes with pOP, Rop, 
and lop, and hence with lop = lop - Rop x pOP, 

so that 

= ![R0P, HJ+ - (eP x POP)(h + H)-I, (6.23) 

where we have used Eq. (4.10) and the relation 
t 

n+hon+ = h. 

The last equation follows from the operator identities 

Comparison of Eq. (6.3) and Eq. (6.23) shows that 
K = K+ as asserted. 

We note that, in the computation of S, no assump
tion concerning the existence of bound states was 
made. Having shown that Eq. (6.1) for H yields a 
truly covariant theory, we turn to an investigation 
of the generality of this form. 

7. GENERAL FORM OF A RELATIVISTIC 
HAMILTONIAN 

Consider a 2-particle Hamiltonian H = H a + V, 
where V commutes with Po and 10, and assume 
that the scattering problem is well defined. Then 
scattering states 'lF~~.)q. exist which satisfy 

(7.1) 

and are eigenfunctions of H with eigenvalue EI (ql) + 
E2(q2), i.e., they satisfy Eq. (6.17). It follows from 
Eq. (7.1) that the representatives 1/;~~.)q.(PI' P2) of 
qr~~!q. may be taken to have the form 

1/;~~.)q.(PI' P2) = o(P - Q)[J(Pl, P2) 

X J(ql' q2)r!U ±(k, 1; Q), (7.2) 

without loss of generality. Here P, k, and Q, 1 are 
related to PI, P2, and ql, q2, respectively, via Eq. 
(3.3), as in Sec. 6, and the functions U±(k, 1; Q) 
may be taken as rotationally invariant functions 
of the variables k, 1 and Q. 

13 R. Fong, Ph.D. thesis, University of Maryland, July, 
1963. (Available as Tech. Rept. No. 322.) 

On inserting Eq. (7.2) into the Schrodinger equa
tion and introducing k and P as independent 
variables one finds, on imposing the usual boundary 
conditions and the normalization of Eq. (5.1), that 
the U ± must satisfy, on the one hand, 

U±(k, 1; Q) = o(k - 1) 

+ [E(I, Q) - E(k, Q) ± iErl 

X J V(k, k'; Q)U±(k', 1; Q) dk', (7.3) 

where V(k, k'; Q) is defined by 

(k, P IVI k', P') = o(p - P')V(k, k'; P), (7.4) 

and E(I, Q) by 

E(l, Q) = [w2(1) + Q2]'. (7.5) 

It follows from Eq. (7.3) that the scalar product 

(U_ I U+) = J U!(k, 1'; Q)U+(k, 1; Q) dk 

is given by 

(U _ I U +) = 0(1' - 1) - 211"io[E(1' , Q) - E(l, Q)] 

X J Vel', k; Q) U+(k, 1; Q) dk. (7.6) 

On the other hand, the S matrix is now determined 
with the help of Eqs. (6.19), (7.2), and (7.6) to 
be given by 

S(q~, q~; ql, q2) = o(q~ - ql)O(q~ - q2) 

- 211"io(Q' - Q)[E~E~EIE2ri 

X [W IW2/(W I + w2)]5'(I', 1; Q), 

where 5' is defined for alII', 1, and Q by 

5'(1',1; Q) = -[E(I', Q) +E(l, Q)] 

(7.7) 

X J V(l', I"; Q)U+(I", 1; Q) dl". (7.8) 

Using Eq. (7.3) we may write 5' in the form 

5'(1',1; Q) = -[E(l', Q) +E(1, Q)] 

X [E(I', Q) - E(I, Q)]U+(I', 1; Q) 

= -[w2(1') - w2(1)]U+(1', 1; Q). (7.9) 

Since 5' must be invariant on the energy-momentum 
shell Q' = Q, we obtain the result: 

Theorem 5. A necessary and sufficient condition 
that the S matrix is covariant is that, with l' and 
1 fixed, 

lim (1,2 - 12)U+(I', 1; Q) (7.10) 
11'1-+111 

is independent of Q. 
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The simplest way of satisfying this condition is 
to have U +(k, 1; Q) independent of Q, i.e., U + = 
U +(k, 1) only. This is precisely the case for the 
case for the Bakamjian-Thomas (B-T) form of H, 
for comparison of Eqs. (6.15) and (7.2) shows that 
the U +(k, 1; Q) coincides with !f>l+) (k), and, a fortiori, 
is independent of Q. 

Conversely, we may attempt to find the general 
form of V, or equivalently H, consistent with 
U+ = U+(k, 1) only. 

We note that if the !f>l +) (k) are given and if v 
has no bound states, then H may be constructed 
from Ho by a transformation U, defined by 

(k, P lUI k', P') = o(p - P')!f>~~)(k). (7.11) 

U is unitary, since the matrix 

'U(k, k') = !f>~~)(k) (7.12) 

is unitary, as a result of the completeness and 
orthogonality of the !f>~~) (k). It then follows, that 

(7.13) 

More generally, given any unitary matrix 'U(k, k'), 
a Hamiltonian H which will have a covariant S 
matrix may be constructed, via Eq. (7.13) and the 
generalized definition 

(k, P lUI k', P') = o(P - P')'U(k, k'), 

provided that H actually possesses eigenstates which 
may be interpreted as scattering states. This will 
be the case only if 'U(k, k') has the appropriate 
singular behavior at k' = k. The simplest way to 
ensure such behavior is to generate 'U as the solution 
of an equation analogous to that satisfied by !f>~~) (k) 
[Eq. (6.10) with 1 ---? k'J, 

'U(k, k') = o(k - k') + [week') - Week) + i~rl 

X J ve(k, k")'U(k", k') dk", (7.14) 

where week) is a monotonic function of k 2 and 
v.(k, k') is a suitably well-behaved potential matrix. 
The resulting H is of the B-T type, since 

UPOPU-I = pOP, 

so that 

H = U[h~ + (P0P)2]tU- I = [h2 + (p0P/]!, 

with 

(7.15) 

(7.16) 

This method of constructing relativistic Hamil
tonians has already been used by Sudarshan. & The 
above considerations show that the class of Hamil-

tonians obtained in this way is contained in the 
B-T class. The latter class is actually larger, since, 
as we shall see, the B-T form admits the existence 
of bound states, whereas an H of the form of Eq. 
(7.13) cannot have bound states, since for unitary 
U, Hand H 0 have the same spectrum. 14 

We also see that for any pair {week), v.(k, k')} 
which generates a unitary 'U(k, k') via Eq. (7.14), 
the associated pair {w(k), v(k, k')}, with v = h - ho 
is such that the resulting !f>~~) (k) coincides with 
'U(k, k'). Thus, all unitary matrices 'U generated 
by Eq. (7.14) with We and Ve arbitrary may also 
be generated by Eq. (6.10) with v arbitrary. 

We conclude this section with the remark that 
if a two-body covariant S matrix has a "potential" 
origin, i.e., is the S matrix of some direct-interaction 
theory, n = Ho + V, with Ho defined by Eq. (4.1), 
then there always exists a B-T type of Hamiltonian 
which yields the same S matrix. As proof, we note 
that if V(k, k'; P) [see Eq. (7.4)J yields a covariant 
S matrix, we may define a function 

ii(k, k') = V(k, k'; 0), 

and correspondingly an operator ii(kop, pOP), such that 

(k lii(kOP , pOP)1 k') = ii(k, k'). 

Then 

is a B-T Hamiltonian whose S matrix coincides 
with the given S matrix (although, in general, 
n ~ H). This follows from Eq. (7.10) and the ob
servation that !f>l±)(k) will coincide with U±(k, 1; 0). 

Thus, we may assert that the B-T type of Hamil
tonian is, in a sense, the most general form of 

14 Let H' denote an operator of the form [h'Z + (POP)2]lll, 
with hi = Wi + v' Wi = w(Ir.. oP) Vi = v'(Ir.. pOP) 
where Ir...r. op is defined by Eq. '(3.24). Such Ha;cilt~irlan~ 
have been considered by Foldy.3 If the operators PlOP, P20P 
have their usual physical interpretation, the choice v' = 0 
does not correspond to the absence of interaction since the 
free Hamiltonian Ho [see Eq. (4.1)] is not recovered thereby. 
Furthermore, on expressing the nonrelativistic operator 
Ir...r. oP in terms of kop and pOP, it may be seen that for no 
choice of Vi is H' of the B-T form. In general, this form of 
Hamiltonian can lead to a covariant S matrix only if a re
interpretation3 of the PlOP is made. In this paper the PlOP 
always have their original meaning. From the point of view 
of scattering theory the identification of a simultaneous 
eigenstate /ql, q2) of PlOP, P20P as describing noninteracting 
particles with kinetic momenta ql, q2 is ~ermissible even 
In the presence of nonlocal interactions V, when t ,OP = 
i[H, r, oP] = V,op + i[V, r,oP] ¢ ViOP (with ViOP = Plop/Hi). 
The reason is that if a product wave packet is constructed 
from the Iql, q2), then in the limit of infinite separation of 
the indiviaual packets the expectation values of t ,op and v,op 
will coincide, provided that V effectively vanishes at large 
distances. If riOP is replaced by i'ioP, the Newton-Wigner po
sition operator, and nonlocality of V is defined by [i' ,oP, VI ¢ 0, 
the same statement holds. 
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interest from the viewpoint of covariant scattering 
theory. 16 

8. BOUND STATES AND DIRECT-INTERACTION 
THEORIES 

In Sec. 5, it was seen that a necessary and sufficient 
condition for a Hamiltonian H to yield a covariant 
S matrix is that 

t t n+Kon+ = n_Kon_, 

whether or not H has bound states. However, the 
operator 

(8.1) 

and the requirement that W(L) be unitary de
termines the factor N" (Q) : 

N,,(Q) = [E,,(Q)/E,,(Q)]i. (8.7) 

Here Q is determined from Eq. (3.2) with P ~ Q, 
Ep ~ Ea(Q). 

N ow let CB denote the subspace of states spanned 
by {'1' a. Q l, and let CP denote the proj ection operator 
onto CB, so that 

CP = L: J dQ !'1'a.Q)('1'a.Q!' (8.8) 
" 

Eq. (8.5) will be satisfied if Kb, the reduction of 
the generator K to the subspace CB, 

(8.9) may be identified with the K for the system only 
in the absence of bound states, for the orthogonality 
of the continuum and bound states implies that is defined by 

(8.2) 

if'1'B is a bound state. 
The generalization of the previous discussion to 

include bound states is straightforward if we assume 
that the eigenvalues Ea(Q) of H corresponding to 
the bound states '1' a .Q, with 

p0'\It".Q = Q'1'a.Q, 

H'1' a •Q = E,,(Q)'1' a •Q , 

depend on Q in the form 

E,,(Q) = (M: + Q2)i, 

(8.3) 

(8.4) 

where M" is identified as the mass of the state 
'1' a .Q' We can then require that, for a fixed <x, the 
states '1'".Q transform under a Lorentz transforma
tion in the same way as the states of a single particle 
of mass M" and spin j '" where j a is the internal 
orbital angular momentum determined by 

J~ a.O = jaVa + 1)'1'".0' 

Considering only S states for simplicity, we thus 
require, for pure Lorentz transformations L, 

where the normalization condition 

16 It should be noted that there exist Hamiltonians which 
are not of the B-T form but yield a covariant S matrix. For 
example, if 

where H is a B-T type of Hamiltonian with bound states 

Kb = t(H~ + RHb), 

where H b is the reduction of H to CB, 

Hb = Hcp. 

(8.10) 

(8.11) 

We now take as the generators for the system 
the operators Po, Jo, K, and H, where K is defined by 

(8.12) 

These operators satisfy the C.R. of the IHLG, 
whether or not asymptotic covariance is satisfied 
for the continuum states. For on defining 

{

Po =t nPon
t

, Pb = PoCP, t 

Jo = nJon, Jb = Jocp, H o = nHon , 

[n = n+ or n-L 

(8.13) 

We see that the continuum operators Po, Jo, Ko, Ho, 
and the bound-state operators Pb, Jb, Kb and Hb 
satisfy the C.R. of the IHLG separately. For the 
continuum operators, this follows simply from the 
orthogonality relation ntn = 1 (n need not be 
unitary). For the bound-state operators it follows 
from the definition of Kb, [Eq. (8.10)], and the 
relations16 

[cp, R] = [cp, H] = [cp, Po] 

= [cp, Jo] = 0; cp% = CP. 

The assertion for the full operators Po, Jo, K, and 
H now follows from the definition of K, Eq. (8.12), 
and the identities 

(8.14) 

'if".Q and r" .~(Q) is arbitrary, then H' is generally not of the 16 The first relation is a consequence of Eq. (3.18) and the 
B-T type, although it has the same covariant S matrix as H. fact that [P, h] = O. (See Ref. 13.) 
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which are a simple consequence of the relations 

En, Po] = En, Jo] = 0, 

and the completeness relation 

not = 1 - <P. (S.15) 

The above results show, incidentally, that 
Theorem 1 may be extended to the case where H 
has bound states, provided that the bound-state 
energies have the form of Eq. (S.4). 

Consider now the case where H is of the B-T 
form, so that Eq. (6.1) is satisfied, but Eq. (6.10), 
with wei) replaced by M a, admits normalizable 
solutions <Pa(k). Then H possesses bound states 
if;a.Q with 

(k, P I 'IF a .Q) = 5(p - Q)<p a (k) , (S.16) 

and the eigenvalues have the form of Eq. (S.4). 
It follows from Eqs. (8.1) and (8.10) that K is 
given by 

K = OKoOt + (!)[(H<P)R + R(H<P)]. (S.17) 

On comparing Eqs. (6.3) and (8.17) in the basis 
{'IF~7 !q,; 'IF a. Q}, in which P and H are diagonal, 
the expressions are seen to be identical, so that 
Eq. (6.3) for K remains correct when (S-wave) 
bound states are present. 

The extension to bound states with j« ~ 0 is 
straightforward. 

In concluding this section we note that the 
asymptotic covariance requirement is, in operator 
form, 

W(L)O± = n±U(L), 

so that multiplying by 0: on the right, we get, 
on using Eqs. (S.14) and (S.15), 

W(£) = O±U(£)O: + W(£)<p, (8.18a) 

or 

(8. 18b) 

thereby defining W.(£) and Wb (£).17 This de
composition corresponds to that for the generators 
[Eqs. (8.12), (8.14)], and explicitly exhibits the 
reduction of the representation into a continuum 
part W.(£), relevant for asymptotic covariance, 
and a bound-state part Wb (£) which, for the case 
where H has the B-T form, is the direct sum of 
irreducible representations of mass M a and spin ja. 
The continuum part W.(£) may be said to be 

17 By replacing L by.e = {a, L} in Eq. (8.18), we have 
returned from the HLG, with generators Jo and K, to the 
IHLG, with the additional generators Po and H. 

equivalent in an extended sense to the direct
product representation U(£), associated with the 
system of two noninteracting particles. [An extension 
of the usual definition of equivalence of representa
tions is necessary, because the operators 

W.(£) = O±U(£)O: 

represent the IHLG, even though the transformation 
by 0+ is not a unitary or even a similarity trans
formation. All that is needed is that 0: be a left 
inverse of 0+, as is the case. This peculiarity is 
related to the infinite-dimensional nature of the 
corresponding representation in terms of matrices. 
For finite-dimensional matrices A, an equation of 
the form A tA = 1 implies, of itself, that AA t = 1 
so that At = A-I and A is unitary.] Eq. (S.ISa), 
when written in the appropriate matrix form, shows 
that {W(£)} is unitarily equivalent to the direct 
sum of the direct-product representation {U(£)} 
and the irreducible representations of mass M a and 
spin ja. 

9. SUMMARY AND DISCUSSION 

In part A of this section, the results obtained 
in Secs. 4 to S are summarized. In part B, relativistic 
potentials are considered from the viewpoint of 
perturbation theory and the notion of a "coupling 
constant" is examined in this light. (The details are 
given in the Appendix.) This is followed by part C 
which contains a brief comparison of the role of 
asymptotic covariance in direct-interaction theories 
and in field theory. Finally, in part D, some remarks 
are made on the extension of the results to N 
particles and to production processes. 

A. Summary 

In Sec. 4, it was seen that if a two-particle Hamil
tonian H is invariant under spatial rotations and 
translations and has no bound states, it is always 
possible to define a variety of operators K such 
that H, Po, Jo, and K satisfy the C.R. of the IHLG 
(Theorem 1). This is a consequence of the existence 
of unitary transformations which change H 0 to H, 
but leave Pft and Jo unchanged, and which can 
thus be used to define such K. It follows that 
satisfying the C.R. is not sufficient to guarantee 
that the theory is relativistic from the point of view 
of scattering theory, since for arbitrary H the 
S matrix is, in general, not covariant. 

In Sec. 5, the concept of asymptotic covariance 
was therefore introduced as an additional require
ment for a direct-interaction theory to be relativistic. 
The operators {W(L)} occurring in the definition 
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of asymptotic covariance were shown, in the absence 
of bound states, to be unique if they exist at all 
(Theorem 2). It was then shown that asymptotic 
covariance holds if and only if the S matrix is 
covariant and the ambiguity in the definition of K 
was clarified (Theorem 3). 

In Sec. 6, the form of H introduced by Bakamjian 
and Thomas5 was shown to yield a covariant S 
matrix (Theorem 4) and the expression for K given 
by these authors was seen to be "correct" from the 
viewpoint of asymptotic covariance. 

In Sec. 7, the problem of specifying the general 
form of relativistic 2-particle Hamiltonians was 
studied and a simple condition, equivalent with 
the covariance of the S matrix, was obtained on the 
wavefunctions of the system (Theorem 5). The 
methods developed were used (i) to provide an 
alternative proof of the covariance of the S matrix 
for Hamiltonians of the B-T type, (ii) to show that 
a class of Hamiltonians considered by Sudarshan 6 is 
contained in the larger B-T class, and (iii) to prove 
that any covariant two-body S matrix which has 
a potential origin is also the S matrix of some 
potential of the B-T type. The last statement 
shows that this class of potentials is the most 
general of interest from the viewpoint of relativistic 
scattering theory. IS 

In Sec. 8, the discussion was extended to the case 
where H has bound states. It was shown that if the 
eigenvalues Ea(Q) of H for the bound states'l'a.Q 
had the form (M! + Q2)t, then again a variety 
of K could be defined so that H, Po, Jo, and K 
satisfy the C.R. of the IHLG. If asymptotic co
variance is satisfied and bound states are present, 
each operator W(L) may be decomposed into two 
parts; a part Wc(L), acting only on the continuum 
states and uniquely determined by asymptotic co
variance, and a part Wb(L), acting only on the 
bound states. If Ea(Q) = (M! + Q2)l, Wb(L) 
may be determined uniquely by the requirement 
that the bound states of mass M a, spin ia transform 
under Lorentz transformations like the states of a 
particle with the same mass and spin. ls {W(£)l is 
then the direct sum of the reducible representation 
{W c (£) l, equivalent (in an extended sense) to the 
direct product {U(£) I which describes two non
interacting particles, and {Wb (£) l, which is a direct 
sum of irreducible representations of the IHLG. 

18 Conversely. if the generators Hb• Pb, Jb and Kb ar~ re
quired to satisfy the C.R. of the IHLG and Eq. (8.5) IS to 
hold, then Ea(Q) must have the form ~f Eq. (8.4), since the 
C.R. imply that H2 - po commutes With Wb(£). 

B. Further Aspects of Relativistic Potentials 

It should be noted that the set {VI of potential 
operators of the B-T type is not a linear set, not 
being closed under addition. {VI is not even closed 
under multiplication by a constant, so that the 
usual notion of a variable coupling constant, 
familiar from nonrelativistic quantum mechanics or 
quantum field theory, is not applicable. In particular, 
given a family of direct-interaction Hamiltonians, 
H[A] = H o + AV with V fixed, the S matrix S[A] 
is in general covariant for, at most, isolated values 
of A (including the value A = 1) if V is of the B-T 
type. Another aspect of relativistic potentials V, 
i.e., which yield a covariant S matrix, is that, in 
general, it is not possible for the matrix element 
<p~, p~1 V IpI, P2) to depend, except for kinematical 
factors and a factor o(P' - P), only on the c.m. 
relative momenta k' and k. (This is to be contrasted 
with the case in nonrelativistic quantum mechanics 
when Galilean invariance is imposed.) Thus, it may 
be shown that if A V has this form and S[A] is analytic 
in a neighborhood ;n of A = 0, then S[A] cannot 
in general be covariant for A E ;no More precise 
versions of these statements and sketches of their 
proofs are given in the Appendix. 

C. Remarks on Asymptotic Covariance 

Asymptotic covariance is usually implicit in other, 
perhaps more basic, assumptions. In quantum field 
theory it is unnecessary to stipulate separately 
equations such as Eqs. (1.1) or (1.2). The reason 
is that in quantum field theory there exist, by 
hypothesis, structures [namely the Heisenberg field 
operators] which are assumed from the outset to 
carry an irreducible representation of the IHLG, e.g., 

U(a, L)A(x)U-I(a, L) = A(Lx + a), 

for a single scalar field A(x). This, together with 
the assumption of the asymptotic condition, 
relating A (x) to the "in" and "out" fields A in (x) 
and Aout(x), and the particle interpretation of Ain 
and A ou., is sufficient to guarantee, among other 
things, the covariance of the S matrix. In a Lagrang
ian field theory, the same result is guaranteed by 
related, familiar requirements. However, in the case 
of direct-interaction theories, there is no underlying 
quantum field available. If it is only required that a 
representation of the Lie algebra of the IHLG be 
exhibited, with P = Po and J = Jo, i.e., the same 
as in the absence of interaction, the S matrix need 
not be covariant. 

In scattering theory, there is a fundamental 
concept that an observer can make a comparison 
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between the interacting systems and free systems. 
The latter are idealized from the actual systems 
under consideration and are made to correspond to 
direct products of irreducible representations of the 
IHLG. But the IHLG only incorporates the 
symmetry of the special theory of relativity and 
says nothing about how observers should make this 
comparison between the interacting systems and 
free systems. It therefore seems necessary to intro
duce explicitly an additional postulate. 19 

D. Extension to N Particles 

The extension of Theorem 1 to N particles 
(N ~ 3) is trivial. The construction of N-particle 
Hamiltonians which satisfy the obvious generaliza
tion of the requirement of asymptotic covariance 
is also straightforward. It is also possible to con
struct Hamiltonians which describe any number 
of coupled two-body channels, or which describe 
production processes, e.g., a system consisting of a 
coupled two-body and three-body channel, and 
which satisfy asymptotic covariance. 13 However, the 
task of ensuring the "separability of the inter
action" (see Ref. 3 for a discussion of this concept) 
is more difficult. For example, the sum of a two
particle Hamiltonian of the B-T type and the free 
Hamiltonian for a third particle is not expressible 
in the three-particle form indicated in Ref. 5. We 
hope to discuss these problems in a future paper. 

A complete understanding of the multichannel, 
N -particle case and a study of the limit N --7 (X) 

would perhaps shed some light on the problem of 
the explicit construction of a nontrivial relativistic 
quantum field theory. In conclusion, we believe that 
this "middle ground" between nonrelativistic 
quantum mechanics and quantum field theory 
deserves further exploration, and so share the point 
of view so well expressed by Foldy.3 
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APPENDIX: RELATIVISTIC POTENTIALS, COUPLING 
CONSTANTS, AND PERTURBATION THEORY 

Let H = H[X] = Ho + XV denote a two-particle 
Hamiltonian, with coupling constant X, and let 
S[X] denote the corresponding S matrix. Assume 

19 Some further heuristic remarks on asymptotic covariance 
are made in Ref. 13. 

that S[>.] is analytic in >. for Ixi < Xm, so that ordi
nary perturbation theory is applicable. 

One obtains for the S matrix 

S[X] = S(q~, q~; ql, q2; X) 

'" 
= 5(q~ - ql)5(q~ - q2) + ~ S(")X", (1) 

.. -I 

with 

S(I) = (- 21ri) 5(E' - E)(q~, q~ I V I ql, q2), 

S(2) = (-21r~)5(E' - E) J dq~' dq~' 
X 

(qL q~ IVI q(', q~')(q(', q~' IVI ql, q2) 
(E - E" + ie) 

where E" = EI(q~') + E2(q~'), etc. Now assume 
that S[X] is covariant for -Xm < X < Xm. It follows, 
from the uniqueness of analytic continuation, that 
S[>'] is covariant for all >., real or complex, such that 
Ixi < Xm' This in turn implies that each coefficient 
sIn) must be separately covariant, and S(1) in 
particular. 

Use of Eqs. (3.7), (3.15), and (7.4) yields 

S(1) = (-21ri)5(Q' - Q) [mmE IE 2r!F (1) , (2) 

where 

F(I) = [E(l', Q)E(l, Q)]!V(l', 1; Q){~(l')~(l)}!, 

with 

~(l) = WI (1)w2(1)/w(1) , 

must be invariant on the energy shell. [See Eqs. 
(6.11) and (7.5) for w(l) and E(l, Q).] The simplest 
possibility is to set 

V(l', 1; Q) = [E(l', Q)E(l, Q)r!f1(l', 1), (3a) 

with f1 independent of Q, as indicated, but otherwise 
an arbitrary rotational scalar. Eq. (3a) looks more 
natural in the Ph P2 representation, where it cor
responds to the ansatz20 

(p~, P~ I VI PI, P2) 

= o(P' - P)(E(E~rtf1(k', k)(EIE 2r t , (3b) 

which is the form referred to in Sec. 9: a product 

20 In the language of second quantization, Eq. (3b) corre
sponds to an interaction Hamiltonian 

HI ex: J cf>~-)(X)cf>~-)(x)cf>i+,(x)cf>~+)(X) dx, 

if 1/ = const., where q,.(+) and q,.(-) are the positive and 
negative frequency parts of the field operator q,;( x) associated 
with the particle of mass mi. If 1/ ,e const., the corresponding 
H I can be similarly expressed as a multiple integral involving 
also the Fourier transform of 1/ as a form factor. 
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of kinematical factors and a function dependent 
only on c.m. momenta. However, this form leads 
to a noncovariant S(2), as we now show explicitly. 

One obtains for F(2), related to S(2) in the same 
way as F(1) is related to S(1), the result 

F(2) = J dI"(~(I")E"rl (~(I~, ~/,1)~' ie~) , 
where E = E(I, Q) and E" = E(I", Q). 

Now S(2) will be covariant if and only if F(2) is 
independent of Q on the energy shell, 11'1 = Ill. 
On separating F(2) into dispersive and absorptive 
parts, F12

) and F:;), by use of the relation 

(x + ier l = <P(I/x) - i7r5(x), 

it may be seen that Fi2 ) is indeed independent 
of Q, even off the energy shell, as a consequence 
of the identity 

8(E - E") = 2E" 8(w2(I) - w2(1"». 

On the other hand, Fi]) always depends on Q, 
regardless of the choice of 1). To prove this, it is 
only necessary to consider forward scattering, l' = 1. 
Then 

Fi]) -+ <P J dI"(E - E'Tl(E"rl~-l(I") 

X 11)(1",1)1 2
• (4) 

The right-hand side of Eq. (4) may be regarded 
as a function of Q2 and e, and its derivative with 
respect to Q2 is readily computed to be 

-J dI"~-1(I")(2EE"3rl 11)(1", IW, 

which is never zero if 1) ¢ O. This completes the 
proof. 

The method of proof shows, incidentally, that if 
V has the form of Eq. (3), then S[A] can be covariant 
for at most a finite number of points in any interval 
in the interior of the open interval (-Am' Am). 
Further study indicates that in fact only the trivial 
choice A = 0 is possible. 

It is also instructive to consider potentials of the 
B-T type from the viewpoint of perturbation theory. 
If 

V = [h 2 + (poPY]! - [h~ + (poP?]! 

[see Eqs. (6.1) and (6.9)], and V is replaced by A V, 

the first-order S matrix is AS (1) , with S(1) given by 
Eq. (2), where F O

) is now given by 

F(l) = (E' E)!(I' IV Q! I)~(I')~(I)]i, 
VQ = [h2 + Q2]! _ [h~ + Q2]i. 

On setting 11'1 = Ill, a short computation yields 

dF(1)/dQ2 = ~t(I)](I' I(E - HQY(EHQr1II), 

where HQ = W + Q2)1. On defining 

IXl,Q) = (E - HQ) 11), 

and on the insertion of a complete set {¢~~)} of 
eigenstates of h, one obtains, for I' = 1, 

~:) = [!~(I)l J dk'(E(I, Q)E(k', Q»-l 

X l<Xl.Q ! ¢~~»12, 
which is always positive if v ¢ O. 

Thus F(1) is not an invariant, so that S(ll is not 
covariant. It follows that (i) S[A] is in general not 
covariant for A ¢ 1, and (ii) the partial sums 
1:~-1 s(n) are not covariant for any N, although 
their limit is the covariant S[I]. 

N ole added in proof. It should be noted that 
although an N -particle system may satisfy asymp
totic covariance, the momentum operators p~P 

(i = 1, 2, '" N) do not transform like Lorentz 
vectors under the group {W(L)} associated with 
the interacting system. In fact, the equation 

(A) 

can only hold if there is no interaction [so that 
W(L) = U(L)]. For, (A) implies that p~P commutes 
with W(L)U-1(L) and hence with K - Ko. Since 
P = Po = 1: p~P, it follows that 

o = [Pj, K j - KOj] = -iH + iHo = -iV, 

so that V = O. 
This result may be regarded as a quantum analog 

of a theorem of Currie [D. G. Currie, J. Math. Phys. 
4, 1470 (1963)], which states that in classical 
relativistic Hamiltonian particle mechanics the 
coordinates of the points which compose the world 
line of a particle can transform according to the 
Lorentz transformation law only if there is no 
interaction. 
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Equations of Motion and General Operator Formalism* 

Ko A.lZut 

Physics Department, Rikkyo University, Tokyo, Japan 
GIANFAUSTO DELL'ANTONwt 

Istituto di Fisica Teoriea, Universitil di Napoli, Napoli, Italy 
AND 

ARNOLD J. F. SIEGERTt 

Department of Physics, Northwestern University, Evanston, Illinois 
(Received 22 October 1963) 

Continuing the investigation started in part I, we derive the equations of motion in the Fock 
representation and a nonrelativistic field theory for bosons interacting as hard spheres. 

1. INTRODUCTION 

WE continue in the present paper the derivation 
and discussion of an exact nonrelativistic field 

theory valid for particles with impenetrable cores. 
This investigation was started by one of us in part I 
of this paper,1 and the motivation for this investiga
tion was given there. The field operators, represented 
as matrices in the Fock representation, were found 
to satisfy-instead of the standard commutation 
rules-another set of equations, explicitly stated 
for spherical cores in Eqs. (Al)-(A5) of I. The 
operators so defined still admit an interpretation 
as destruction and creation operators. and the 
density operator has the usual form. The integral 
of the density operator over any domain was shown 
to have the desired property that its eigenvalues 
are those nonnegative integers which do not exceed 
the largest number of hard spheres whose centers 
can be placed simultaneously in the domain. 

Section 2 is a direct continuation of part I; the 
equations of motion for the new operators are 
derived in the Fock representation. (We consider 
hard-sphere interaction only; additional integrable 
interaction potentials would give rise to the conven
tional interaction term in the equations of motion). 
We obtain the equation of motion in two forms , 

• Program supported by the National Science Foundation 
and the U. S. Office of Naval Research. 

t The major part of this work was carried out while these 
aut.hors. were at the Physics Department, Northwestern 
Umversl~y, as research associates under a National Science 
Foundation grant. 

t This work was completed while the author was National 
Scie~ce Foundation Senior Post Doctoral Fellow at the 
Instituut voor Theoretische Fysica, Universiteit va~ Amster
dam, Amsterdam, the Netherlands. 

1 A. J. F. Siegert, Phys. Rev. 116, 1057 (1959) (hereafter 
referred to as I). 

which are equivalent as matrix equations in the 
special representation under certain regularity condi
tions. The first form is rederived in Sec. 5 and shown 
to be valid as an operator equation. The second 
form is an exact generalization of the equation of 
motion with pseudopotential, in the sense that the 
differential operator which replaces the potential 
becomes the pseudopotential asymptotically for 
small hard-sphere diameter. It should be emphasized, 
however, that this is not by itself a justification 
of the use of the pseudopotential, since the field 
operators also depend on the hard-sphere diameter 
through the new commutation rules. There are, 
in fact, some modifications of our equations of 
motion which are trivially equivalent for field 
operators with the new commutation rules, but 
would not be equivalent if the new commutation 
rules were "approximated" by the standard com
mutation rules. 

It has not yet been possible to show the precise 
conditions under which the second equation of 
motion becomes valid also as an operator equation 
in the general formalism. We have shown instead , , 
in Sec. 3, that its range of validity is sufficient for 
applications to quantum statistical mechanics. 

The Hamiltonian for the system is found to have 
the same form as the free-particle Hamiltonian 
written in terms of the new operators. This is of 
course to be expected, since the hard-sphere inter
action is represented, as a constraint on the con
figuration space, in the new commutation relations. 
The interaction term in the equations of motion 
arises accordingly in forming the commutator of 
the destruction or creation operator with the free
particle Hamiltonian, due to the new commutation 
rules. 

471 
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Sections 4 and 5 are intended to show that the 
scheme obtained in I and Sec. 2 is a legitimate 
field theory, and various properties of the new 
algebra are exhibited. It is also shown that the 
entire formalism can be constructed on a purely 
operator basis; this can be done by shifting the 
constraints characteristic of the hard-sphere problem 
from the states of the system to a set of operators 
which are used to describe it. The essential advantage 
in doing so lies in the fact that no unphysical state 
is ever introduced in the course of the analysis. 

An attempt to extend the existing results for the 
hard-sphere Bose gas by investigating approxima
tions to the general formalism presented here is 
being carried out by Professor L. Liu, and Professor 
K. W. Wong at Northwestern University. 

2. EQUATIONS OF MOTION IN THE FOCK 
REPRESENTATION 

Let x, be a position vector in a three-dimensional 
cube n. Let q" be the point (Xl, X2, '" , X,,) in the 
configuration space nfl, and let q~, q~', ... , etc. 
be the configuration points with component vectors 
x~, x?, ... , respectively. The volume element 
117-1 d3x; will be written as dq". The restricted 
configuration space n; is defined as the set of all 
points q" of n" whose component vectors satisfy 
the inequalities Ix; - xkl > a > 0 for all pairs (j, k). 

Let <I>(q,,; v,,) == <I>(Xl' X2, '" x,.; v,,) be symmetric 
functions in X11 x2, ••• X,,; and let the set of functions 
<I>(q,,; v,,), numbered by v"' be complex orthonormal, 
and complete in the space of the symmetric functions 
in n;. Let <I>(q,,; V,.) be zero for any q" not in n; 
and satisfy periodicity conditions, for each of the 
component vectors, on the boundary of n. 

The functions <I>(q,.; V,.) can then be expanded in 
terms of the functions <I>(q",; vm), when m ::; n, 
and q,. == (q"" X",+l, ••• x,,) if qm is in nm

, since 
the assumed completeness justifies the expansion in 
n;; and both functions vanish for q", not in n;;. 

The field operators are defined in a matrix rep
resentation which exhibits them as transformation 
matrices: 

(V,. ItPt(x)1 VN-l) = N-l {N-' <I>*(qN-l' X; VN) 

X <I>(qN-l; VN-l) dqN-l' (2.1) 

(All operator equations in Sees. 2 and 3 of this 
paper are to be understood as a short notation for 
equations relating matrix elements.) 

This definition is equivalent to that of I, Eq. (3), if 

(q'f" I ¥,t(x) I qJ,-l) = L <I>(q~; VN) 

(2.2) 

since 

L <I>(q~; VN)<I>*(qN-l' x; VN) 

= {5(q'f,,; qN-l, x) for q~ m 

o otherwise, 
(2.3) 

where 5(q'k; qN) is the symmetrized 5 function 
defined by Eq. (2.18) below, and, therefore, 

(q~ I tPt(x) \ q~-l) 

= N t 5(q'k; q~-l' x) for q~ in n~, (2.4) 

and 

(q~ I tPt(x) \ q~-l) = 0 if q~ is not in n~, (2.5) 

in agreement with Eq. (3) of 1. The equations 
derived in I, therefore, remain valid if the definition 
Eq. (2.1) is used instead of Eq. (3) of 1. 

In order to derive the equations of motion we 
choose specially for the functions <I>(qN; VN) the 
solutions of the SchrOdinger equation for hard 
spheres: 

N-l 

- L V~<I>(qN-l; VN-l) 
i-I 

E( )~( ) f In n N
n- l

, (2.6) = VN_l '¥ qN-l; VN_l or qN-l •• 

- (1: V~ + V 2
)cI>(qN_l' x; VN) 

,-I 

= E(VN)cI>(qN-l, x; VN) for qN-l in ~;l, (2.7) 

where n~~l is that subset of n~-l for which (qN-l, x) 
is in~. Periodicity conditions are imposed as stated 
above and boundary conditions are cI>(qN; VN) = 0 
for qN in ~ = nN - n~ and cI>(qN; VN) -+ 0 when 
qN approaches the boundary of~. 

Rigorous statements of the properties of the 
SchrOdinger functions for hard spheres do not seem 
to be available in the literature. We have assumed 
here that the solutions cI>(qN; VN) exist and form a 
complete orthonormal set in the restricted region 
~, and that the eigenvalues E(VN) are discrete. 
We have also assumed that these functions have 
the regularity properties required to obtain, for 
instance, V 2cI>(qN_l, x; VN) in n~~l by differentiating 
the expansion of <I> (qN-l, x; IJN) in terms of cI>(qN_l; VN-l) 
term by term. 

With both Eqs. (2.6) and (2.7) valid in ~;t, 
we can then multiply Eq. (2.6) by 
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and Eq. (2.7) by 

<I>(qN-l; VN-l), 

subtract and integrate over g~~l to obtain 

~f ' = - L.J [<I>*(qN-l' x; VN)'V~<I>(qN-l; VN-l) 
i-I OB. N - 1 

- <I>(qN-l; VN-l)'V~<I>*(qN-l' x; VN)] dqN-l 

+ f <I>(qN-l; VN_l)['V2<I>*(qN_l; x; VN)] dqN-l' 
OR .N-l 

(2.8) 

The domain of integration on the left-hand side 
can be extended to g~-l, and the integral becomes 
N-t(VN 11ft (x) I VN-l)' 

The first term on the right-hand side becomes 
(by symmetry) 

-(N - 1) JIlB.N-. dqN-2 d
3
x' 

X [<I>*(qN-2, x', x; VN)'V,2<I>(qN_2, x'; VN-l) 

- <I>(qN-2, x'; VN_l)'V,2<I>*(qN_2, x', x; VN)] 

f ,{It. X x' 
- (N - 1) dqN-2 j drT", ---

OS.N-l a 

X [<I>*(qN-2, x', x; VN)V'<I>(qN-2, x'; VN-l) 

- <I>(qN-2, x'; VN-l)V'<I>*(qN-2, x', x; VN)] , (2.9) 

where .rfx drT", denotes the integral over the surface 
of the sphere of radius a + 0 with center x. (Since 
the integrand vanishes on all spheres Ix; - x'i ::; a, 
j = 1,2, ... , N - 2 if V'<I> and V'<I>* is bounded, 
it is not necessary to restrict the integration over 
dqN-2 further.) Furthermore, <I>*(qN-2, x', x; VN) ~ 0 
for lx' - xl ~ a, so that only the second term 
remains, and one has for the first term on the 
right-hand side of Eq. (2.8) 

= (N - 1) dqN-2 drT", ---J f x x x' 
OS.N-l . a 

X <I>(qN-2, x'; VN_l)N-iV' L (VN l1ft(x')1 V~-l) 
'N-l' 

X <I>*(qN-2, x; V~-l)' (2.10) 

since from Eq. (2.1) follows 

= Ni<I>*(qN_l' X'i VN), 

and with qN-l == (qN-2, x), 

L (VN I 1f\x') I V~_1)<I>*(qN_2' x; V~-l) 
li'N-l' 

(2.11) 

(2.12) 

Since <I>*(qN-2, x; V~-l) vanishes, when qN-2 is not 
in g~~2, the integral over dqN-z can be extended 
over gN-2, and becomes the mixed density matrix2 

(N - 1) f dqN-2<I>*(qN-2; x; V~-1)<I>(qN-2' x'; VN-l) 
ON-. 

(~.13) 

Combining Eqs. (2.9)-(2.13) we thus have for the 
first term on the right-hand side of Eq. (2.8) 

N-l f - L dqN-l[<I>*(qN-l, x; VN)'V~<I>(qN-l; VN-l) 
i-I OR. N - 1 

- <I>(qN-l; VN-l)'V~<I>*(qN-l' x; VN)] = N-i fX drT., 

X (VN I[x ~ x' V' 1f
t
(x')] 1ft (x) 1f(X') I VN-l)' 

(2.14) 

In order to evaluate the last term on the right
hand side of Eq. (2.8), we use Eq. (2.11) to obtain 

r <I>(qN-l; VN_l)'V 2<I>*(qN_l, x; VN) dqN-l 
.. OB. N - 1 

= N-t L (VN 1'V21f\x)I Vj,,-l) 
p'N-l 

The integral is identified as the matrix element 
of the projection operator P(x) == 0"(") with 

by changing to the coordinate representation. With 

2 Using Eq. (2.11) and its Hermitian conjugate we have 

(N - 1) J dqN-2<I>*(qN-2' X;V~-1)<I>(qN-2' X'jVN-l) 
ON-:I 

= JON-. dqN-2 .E.. (vj,,-t11f \x) IVj,,-2)<I>*(qN-2j VN-2) 

X L <I>(qN-2; V,v-2)(V,v-21 1f(x') IVN-I) 
'N-." 
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= f dqN-l ~*(qN-l; V~-l)~(qN-l; VN-l) 
OB. N - 1 

(2.16) 

we have 

(q'r/-l IP(x) I q~-l) 

= L: L: ~(q'r/-l; V~-l) f dqN-l 
pI N-l J' N-l OB.N~l 

(2.17) 

The li functions used here are symmetrized li func
tions, i.e., 

N 

li(q~; qN) == (N!)-l L: II li(x, - xp.), (2.18) 
P i-I 

where P, is the number obtained from i by the 
permutation P. The three-dimensionalli' functions 
are defined by 

lli(X' - x) d3x' 

= {1 if x in S (including the surface, if S is a closed 
region),3 0 otherwise. 

Comparing Eq. (2.17) with the coordinate rep
resentation of the density operator [I, Eq. (5)] 

N-l 
(q'r/-l l~t(x)~(x)1 q~-l) = L: li(x - xk)li(q'r/-l; q~-l) 

k-l 

for q~-l in n~-l, (2.20) 

one sees that in the coordinate representation where 
both P(x) and 

n(s.) = f d3X'~\X')~(x') (2.21) 
Ix'-xl ~a 

are diagonal, P(x) = 1 if n(s.) = 0, and P(x) = 0 
if n(s.) ~ 0, so that 

P(x) = 0"("). (2.22) 

Alternative expressions for P(x) have been derived 
in I [Eq. (A5) and Eqs. (30), (31)]. Since the eigen
values of n(s,,) are nonnegative integers and cannot 
exceed a fixed number m,4 we can, for instance, 

write P(x) in the form 

P(x) = 1 + t (_l),(n(s,,»). 
1-1 l 

(2.22') 

This is a polynomial in n(s,,), and Eq. (2.22') can 
be used as the definition of P(x) in any representa
tion. We note also that P(x) is the same projec
tion operator which appears in the expression for 
~(x)~t(x') for Ix - x'i ~ a, since the coordinate 
representation for ~(x)~t(x') in this region is given 
by Eq. (11) of I as 

(q'r/-l 1~(x)~t(x')1 q~-l) 

= {li(X - x') li(q'r/-l; q~-l) if q~-l ill n~~\ (2.23) 

o otherwise, 

so that 

~(x)~\x') = li(x - x')P(x) (2.24) 

when I x - x' I ~ a. 
Substituting Eqs. (2.1), (2.14), (2.15), and (2.16) 

into Eq. (2.8), one obtains 

[E(vN-l) - E(VN)](VN l~t(x)1 VN-l) 

= (VN 1C'V2~\X»P(x)1 VN-l) + <VN If' du~, 
X [x ~ x' v,~t(x,) J~t(X)~(X')1 VN-l)' (2.25) 

Since ~t(x') and ~t(x) commute, the last term can 
be written in the form 

<VN l~t(X) f du",[x ~ x' V'~\x')J~(X')1 VN-l)' 

We now define ~t(x, t) by 

(VN I~\x, t)1 VN-l) == (VN l~t(x)1 VN-l) 

X exp (i[E(VN) - E(vN-l)]t). (2.26) 

Equation (2.25) and its Hermitian conjugate can 
then be written as equations of motion: 

i :t ~\x, t) = ('V2~t(X, t»·P(x, t) - ~t(x, t) 

X f dU.,[~' : x v,~t(x', t)J~(X" t), (2.27) 

i :t ~(x, t) = -P(x, t)(\l2~\X, t» 

,e t x' - X + j du",~ (x', t)'-a-V'~(x', t)·~(x, t), (2.27') 

3 This definition is chosen to avoid the value! when x where P(x, t) is defined by 
is on the boundary of S. 

4 The actual value of m is irrelevant here. P(x, t) = 0"('" t) , (2.28) 
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with In order to show that the terms with l ~ 2 in 
Eq. (2.31) vanish, it will be sufficient to show that 

n(s~, t) == ~"'-"Isa d3
x'y/(x', t)t/t(x', t). (2.29) the term l = 2 vanishes, since the argument is 

the same for all the other terms. Using again a 
The equations of motion can be written in a test function f(x), we have 

more convenient form in any representation in 
which V(t/t(Xl)t/t(X2) ... t/t(x,,)t/t(x» is bounded for f f(x) d3x fJ..d3Xl d3X2t/t\Xl)t/tt(X2)t/t(Xl)t/t(X2)\12t/t(X) 
any set of points Xl, ... X"' x. 

In I we had shown that the projection operator If 
P(x) can be written in the form = d3X

l d3X2t/t\Xl)t/t\X2)t/t(Xl)t/t(X2) 

P(x) = 1 + ~ (-l~)1 X t-x,Jsa d3x f(X)\12t/t(X) 

X f .;: f 11 t/tt(x;) g t/t(Xk) d3Xk' (2.30) 

where 8~ is the sphere IXk - xl ~ a, and m is the 
largest eigenvalue of n(s,,). We, therefore, have 

P(X)\12t/t(X) = \12t/t(X) + ~ (-l~)1 

X f .;: f 11 t/tt(x;) 11 t/t(Xk) d3xk\1
2
t/t(X). (2.31) 

To evaluate the first term in the sum we use a 
test function f(x) and evaluate 

f~x'-"Isa d3
x' d

3
xf(x)t/tt(x')t/t(X')\12t/t(X) 

= f t/tt(x')t/t(x') d3
x' t,-xisa d

3
xf(x)\12t/t(X) 

= f t/t\x')t/t(x') d
3

x' ~x'-xisa d3

x 

X {V'(f(x)Vt/t(x» - Vf(x)'Vt/t(x)} (2.32) 

= f t/tt(x')t/t(x') d3x{1
X

' drr~f(x).x' : X Vt/t(x) 

(2.33) 

Since f d3x' .f'" drr~ is an integral over the hypersur
face lx' - xl = a in the six-dimensional (x, x') 
space, it can be replaced by f d3x.fx drr~, and we have 

J f(x) d
3
x ~x'-xisa d3

x't/t\x')t/t(X')\12t/t(X) 

f 1.x x' x 
= f(x) d3x j drrz,t/t\x')'~ Vt/t(x')t/t(x) 

- f d3
x Vf(x). L,-xisa d3x't/tt(x')Vt/t(x')t/t(x). 

(2.34) 

1:I:-x.I~Q. 

+ 

- ~::::: l: d' xV' f(x)· V' ~(x) ~(XJt(XJ} , (2.35) 

where .ff;-xil Sa denotes the surface integral over 
that part of the sphere Ix - Xii = a for which 
Ix - x;1 ~ a. Since Vt/t(Xl)t/t(X2)t/t(X) vanishes for 
Ix - Xli < a and for Ix - x21 < a, the integrands 
of the two surface integrals vanish in the region 
of integration, except on the line Ix-xli = Ix-x21 =a, 
where the integrands are bounded. The surface 
integrals, therefore, vanish for Xl ~ x2 • For 
Xl = x they also vanish since t/t(Xl)t/t(X2) = 0 for 
Ix - x21 ~ a. The last term in Eq. (2.35) vanishes, 
since Vt/t(Xl)t/t(X2)t/t(x) vanishes for Ix - Xli < a 
and for Ix - x21 < a, and is by assumption bounded. 

For representations for which Vt/t(xl)· . ·t/t(XN)t/t(X) 
is bounded, the equations of motion therefore re
duce to 

. a t/t(x, t) _ _ 2 ( ) 1." t( , 
~ at - \1 t/t x, t + j drrx,t/t x, t) 

x' - x 
X -a- (V' - V) t/t(x' , t)t/t(x, t) (2.36) 

and its Hermitian conjugate. 
We note that 

x' - x 1 x' - x The second term vanishes since Vt/t(x')t/t(x) vanishes -- (V' - V)t/t(x', t)t/t(x, t) = -fe ')--
for lx' - xl < a, and is by assumption finite for a x, x a 
lx' - xl = a. X (V' - V)[f(x, x')t/t(x', t)t/t(x, t)], 
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for Ix' - xl ~ a if (x' - x)/a(V' - V)/(x', x) is 
bounded and I(x', x) ;:C O. Equation (2.36) can, 
therefore, be written in various forms; we have for 
instance, with l(x', x) = Ix' - xl, 

i :t 1/I(x, t) = _'\121/1(X, t) + f: du~.1/It(x', t) 

X x' -; x (V' - V)[Ix' - xI1/l(x', t)1/I(x, t)]. (2.37) 
a 

Equation (2.37) provides the exact formulation of 
the equation of motion with pseudopotential since 

[(x' - x)/a](V' ..:... V) = 2 (a/iJr) , (2.38) 

with r = lx' - xl, and the partial differentiation 
a/or defined with x' + x fixed. With this notation, 
Eq. (2.37) becomes 

i :t 1/I(x, t) = _'\121/1(X, t) + ~ fX duz ·1/It(x', t) 

a 
X or [r1/l(x', t)1/I(x, t)] 

(2.39) 

- '\121/1(X, t) + ~ fo d3x'1/It(x', t) 

iJ 
X B(r - a - 0) iJr [rlf(x', t)1/I(x, t)], 

where oCr - a - 0) is the one-dimensional 0 func
tion. II The operator 

(2/a)B(r - a - O)(iJ/iJr) 

is, therefore, the exact counterpart of the pseudo
potential. The standard form of the pseudopotential 

8ra[ o(r)( iJ / iJr)]r 

is obtained for sufficiently small a, since 

(4ra2)-lo(r - a - 0) ~ o(r) , (2.40) 

where B(r) is the three-dimensional 0 function and 
r == x' - x. 

Equation (2.8), from which we derived the equa
tions of motion, can be written in the canonical form 

(2.41) 

by a rearrangement of the terms, and one finds that 

H = -10 d3xlft(x, t)'\12lf(x, t) (2.42) 

as one would expect, since the interaction, considered 
as a constraint, has been expressed in the new 
commutation rules. 

We can now define a pseudopotential Hamiltonian 
i The notation f 8(r + a + O)f(r)dr stands for lim f(r). 

"_4+0 

Hp8, SO that the equations of motion (Eq. 2.39) 
are obtained from 

i(iJ1/IIiJt) = [If, H p .], (2.43) 

when the new commutation rules are approximated 
by the standard commutation rules. One shows by 
straightforward computation that 

H P8 = -f 1/It(X')Vf2 lf(x') d3~' + ~ If d3x' d3x" 

X 1/It(x')lf
t
(x") Ber - a - 0) :r [r1/l(x')lf(x")]. (2.44) 

3. APPLICATIONS TO QUANTUM STATISTICAL 
MECHANICS 

The derivation of the commutation rules and 
equations of motion in I, and in the preceding 
section, shows their validity only as matrix equations 
in a particular representation. In Secs. 4 and 5, 
we will show that the commutation rules and the 
first form of the equations of motion [Eqs. (2.27) 
and (2.27')], understood as operator equations, con
stitute a formalism which has the properties required 
of a nonrelativistic field theory. It has not been 
possible to prove the validity of the second form 
of the equations of motion [Eq. (2.36)] in this full 
generality. Since the interest in this second and 
simpler form of the equations of motion is moti
vated by possible applications in quantum statisti
cal mechanics, we will show in this section that it· 
yields-together with the modified commutation 
rules-correct equations for the density matrix. 

For this purpose we introduce the operators 
tp(x, (3) and their Matsubara conjugates 

tp*(x, (3) == tpt(x, -(3), (3.1) 

where (3 is a reciprocal temperature variable. We 
define these operators by the modified commutation 
rules and ~quations of motion previously obtained 
as matrix equations for If(x, t) and lft(x, t), replacing 
t by -i{3: 

[tp(x', (3), tp(x, (3)] = [tp*(x', (3), tp*(x, (3)] = 0, 

[tp(x', (3), tp*(x, (3)] 

{

o for lx' - x\ > a, 

= B(x' - x)P(x) + tp*(x, (3)tp(x, (3) 

for lx' - xl ~ a, 

(3.2) 

(3.3) 

where P(x, (3) is the projection operator defined 
as in Eqs. (2.28), (2.29), with If*(x, t)lf(x, t) replaced 
by tp*(x, (3) tp (x, (3). We assume the equation of 
motion in the integral form of Eq. (2.36), 
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- foP dt fa d3Xl fIC. du'!p*(x', t) x' ~ Xl 

X (V' - \1l)!P(X', t)!P(Xl' t)Gl (Xl' X; (3 - t), (3.4) 

where Gl(Xl, X; (3) is defined by 

(aja{3 - \12)G1(X1 , X; (3) = 0, (3.5) 

Gl(X1 , X; 0) = ~(Xl - x), (3.5') 

and Born-von Karman boundary conditions on the 
surface of a cube of volume n. . 

We also assume the existence of a unique vacuum 
state /0) with 

!p(X, (3) /0) = O. 

We will show that 

rN(q~, (3o; qN, (3) 
N N 

(3.6) 

== (N!)-I(O/ II !P(XI' (3) II !P*(x~, (3o) /0) (3.7) 
I-I .-1 

is the symmetrized Green's function G~(q~, qN;{3-(30) 
of the Bloch equation for N hard spheres of diameter a. 

For this purpose we derive first a sequence of 
differentio-integral equations for the functions 
G~(q~, qN; (3) [Eq. (3.12)], then show that the 
functions rN(q~, 0; qN, (3) satisfy the same sequence. 

The Bloch equation for the Green's function 
g(XO, X; (3) for one particle in a nonnegative potential 
vex), 

aja{3 g(XO, X; (3) = \12g(XO, X; (3) 

- g(XO, X; (3)v(X) , (3.8) 

can be considered as the equation for Brownian 
motion of a particle in an absorbing medium. If (3 
is interpreted as time and v(x)d{3 as the probability 
of absorption at X in the time interval «(3, (3 + d(3), 
then g(XO, X; (3)d3x is the probability that the 
particle, having started at XO at time zero, is in the 
volume element d3x at X at the time (3. 

In the case of the hard-sphere potential 

vex) = {~ for \x\ > a, (3.9) 
~ for \x\ ~ a, 

absorption occurs instantaneously with certainty if 
the particle is at a point X on the surface of the 
sphere. The function g(XO, x, {3) is then the solution 
of the equation, valid for \XO\ ;::: a, 

g(XO, x; (3) = go(XO, x; {3) - r dt'C du' 
-0 j 

X [:' V'g(XO, x'; t)]go(X" x; {3 - t), (3.10) 

where go (XO, X; (3) is the transition probability 
density in the absence of absorption and .f0 du' is 
the surface integral over the sphere of radius a + 0, 
with center at the origin. This integral equation 
can be derived by a simple counting argument. 
We imagine that the particle, instead of being 
absorbed, receives a marker, which does not affect 
its motion. The conditional probability g(XO, X; {3) d3x 
of finding an unmarked particle in d3x at X at time 
{3 is then obtained by subtracting, from the prob
ability go(XO, x; (3) of finding the particle in d3x 
at x at time {3 with or without marker, the prob
ability that the particle hit the sphere in some surface 
element du~ at x for the first time in a time interval 
(t, t + dt) (0 < t < {3) and then continued its motion 
(regardless of additional markers) during the re
maining time (3 - t, so as to be in d3x at x at time (3. 
The probability that an unmarked particle which 
started from XO at time zero hits the surface element 
du' of the sphere at the point x' in (t, t + dt) is 
obtained from the diffusion current density as 

[(lja)x'·\1']g(xO, x'; t) du' dt', 

and the probability that this particle, having started 
at x' at time t, is in d3x at x at time {3 is 

go(x', x; (3 - t) d3x. 

We thus obtain 

g(XO, x; {3) d3x = go(XO, x; {3) d3x - ill dt f du' 

X [:'. v' g(XO, x'; t) }o(X" x; {3 - t) d3x, (3.10') 

in agreement with Eq. (3.10). 
By a similar argument one derives a differentio-in

tegral equation for the Green's function GN(q~, qN; fJ) 
for N hard spheres of diameter a in terms of 
GN-I(q~-l' qN-l; (3)Gl(X~, xN; (3). We interpret 
GN(q~, qN; fJ) as the conditional probability density 
that N particles in Brownian motion, which started 
from the configuration q~ at time zero, are in the 
neighborhood dqN of the configuration qN at time {3, 

all without markers. The conditional probability
that particles 1, 2 ... N - 1 are in dqN-l at qN-l 
at time t, and that the Nth particle hits the surface 
element dUXN of the sphere of radius a with center 
Xi in the time interval Ct, t + dt)-is then given by 

~ (XN - Xi) (\1 N - V i)GN(q~, qN; t) dUXN dt dqN-l. 

Since this expression vanishes when \xN - x l \ < a 
for l ~ j, one obtains, by the argument used before, 
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the equation 

GN(q~, qN;~) = GN-l(q~-I' qN-l; mGl(X~, XN;~) 

-l~ dt f dq~-1 E ,C'I d(J'~'N 
o OsN-s ;-1 r 

X [x~ ~ x~ (t1~ - VDGN(q~, q~; t) ] 
X GN-l(q~-I' qN-l; ~ - t)Gl(X~, XN; ~ - t) (3.11) 

for 

q~ En;. 
This equation can also be derived by a limiting 
process from a differentio-integral equation for the 
Green's function with finite differentiable potentials 
(see Appendix I). 

The corresponding differentio-integral equation 
for the Green's function G~ symmetric in q~ and 
qN can be obtained by application of the symmetriz
ing operator to GN as function of q~, and one obtains 

GZ(q~, qN; m 
1 N 

= N L GZ-l(iq~, qN-l; mGl(X~, XN;~) 
i-I • 

X [X~ ~ X~ (V~ - VDG~(q~, q~; t) ] 

X GN-l(q~-I' qN-l; ~ - t)G1(XN, x~; ~ - t), (3.12) 

where 

In the second term one can replace GN- 1 by GZ- 1 

without error. 
In order to derive the same sequence of dif

ferentio-integral equations for the functions 
rN(q~, ~o; qN, m, we consider the expression 

N-l N-l 
X (01 II ~(XI' m II ~*(Xk' t) 10) 

1-1 k-l 

N 

X (01 a~N II ~(x:, t) 
r-l 

N 

X II ~*(x~, 0) 10)Go(x~, XN; ~ - t), (3.13) 
0-1 

where 

(3.14) 

With the assumption of a unique vacuum state, 
the product of the vacuum expectation values in 
Eq. (3.14) can be replaced by the vacuum expecta
tion value of the product of the two operators, 
since their matrix elements between the vacuum 
state and any nonvacuum state vanish. 

We write the resulting expression in the form 

N-l N-l 
X II ~*(x:, t) II ~(x:, t)a;N~(X~' t)~(x~, t) (3.15) 

k-l r-l 
r~i 

N 

X II ~*(x~, 0) 10)Gl(x~, XN; ~ - t) 
a·l-

N 

X ~(x~, t) II ~*(x~, 0) 10)Gl(x~, XN, ~ - t) 
0-1 

Let us now study the operator that appears in J, 

f 
N-l N-l 

Kf- 2 == dq~-2 II ~*(xL t) II ~(x~, t), 

where 

k-l r-l 

N-l 
d ' II d3x',· . qN-l = 

i-I 
i~; 

Relabeling the variables: 

Kf-2 
= f dq~-2 IT ~*(xL t) IT ~(x~, t) 

k-l i-I 

f N-3 f 
= dq~-3 II ~*(xL t) dX~-2 

k-l 

N-3 

X ~*(X~-2' t)~(X~_2' t) II ~(x~, t) 
r-l 

f 
N-3 N-3 

= dq~-3 II ~*(x~, t) II ~(x~, t) 
k-l r-l 

(3.16) 

X [;)'[, - (N - 3)] = Kf- 3
[;),[, - (N - 3)], (3.17) 

where we have introduced the number operator 

;)'[, == J d~*(x, t)~(x, t), 

and have used its commutation properties with 
~(x:, t). From (3.17) one has, by induction, 

Kf- 2 = [;),[,(;),[, - 1) ... ][;)'[, - (N - 3)]. (3.18) 
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Notice that the interaction we consider does not 
change the number of particles, so that for all 
pairs t, t' one has ffi:.,. = ffi:., == ffi:.. We now make 
use of (3.18) in Eq. (3.15) and remark that the 
state vector on which Kf- 2 acts is an eigenstate 
of m:, to the eigenvalue N - 2. It is therefore an 
eigenstate of Kf- 2 to the eigenvalue (N - 2)!. 
Summing up, we have now 

J = (N - 2)! I: [~ dt f d3X~ 1."'1 dU:'
N 

;-1 Jo D 'j' 
N-l 

X (O I II CP(XI, (3)cp*(x~, t) 
1-1 

X a ~ NCP(X~, t)cp(xf", t) 
N 

X II CP*(X~, 0) 10)G(x;', XN; (3 - t). (3.19) .-1 
With the assumption that n is connected to 

itself, we have 

(3.20) 

After making this substitution, we use Eq. (3.4) 
to obtain from Eq. (3.19) 

N-l N-l 
J = (N - 2)! :E (Ol II CP(XI' (3) 

;-1 1-1 

X {J cp(x', 0) d3x'G1(X', XN; (3) 

- CP(XN' (3)} g cp* (x~, 0) 10) 

= (N - I)! {<O I IT CP(XI' (3) f cp(x', 0) d3
x' 

1-1 0 

N 

X GI(x', XN; (3) II CP*(X~, 0) 10) 
.-1 

(3.21) 

In order to simplify the first term, we note first 
that the contributions to the integral come only 
from the region n' where lx' - x~1 ~ a for at least 
one of the points x~. When x' is not in this region, 
cp(x', 0) commutes with II~-1 cp*(x~, 0) and can 
be pulled to the right to act on the vacuum state. 

The region n' can be further reduced, since by 
virtue of Eq. (3.3) 

cp(x, O)cp*(x~, 0) = P(x~, O)a(x' - x~) 

for lx' - x~1 ~ a, (3.22) 

where P(x~, 0) is defined by Eq. (2.22) or (2.22'), 
and Eq. (2.21) [with y;t(x')y;(x') replaced by 
cp*(x', O)cp(x', 0)]. If the point {x~, ... , x~} is in 

~, the points are obviously distinct, and we can 
replace n' without error by the union of spheres 8k 

with centers at x~, and with a radius e < a chosen 
small enough so that the spheres do not overlap. 
We then have 

f cp(x', 0) d3x'G1(X', XN; (3) IT cp*(x~, 0) 10) 
o 0-1 

N 

= :E J. cp(x', 0) d3x'GI(X', XN; (3)cp*(x~, 0) 
k-l .' i 

N N 

X II cp*(x~, 0) 10) = :E P(x~, 0) 
a-I k-l 
.... k 

N 

X II cp*(X~, 0) 10)Gl(x~, XN; (3) 
.-1 

''''k 

(3.23) 

if {X~, ... , x~l is in n~' With this condition, the 
projection operator P(x~, 0) can be omitted, since 
it then commutes with all cp*(x~, 0) for K ~ 8, 

and can be pulled through to act on the vacuum, 
and be replaced by unity. In order to combine 
Eqs. (3.14), (3.21), and (3.23), and to compare 
the result with Eq. (3.12), we use the notation 
of Eq. (3.7): 

rN(q~, to; qN, t) 

1 N N 

= N! <01 g cp(xr , t) g cp*(x~, to) 10), (3.24) 

and obtain from Eqs. (3.14), (3.21), and (3.23) 

N-l 1~ f"'1 
J = N! (N - 1)!:E dt f dq:"-1 du:. N 

;-1 0 oN-, 

X [a~NrN(q~, 0; q:", t)] 

X r N-1(q:"-I, t; qN-l, (3)G1(X;', XN; (3 - t) 

= (N - 1)! {£ (N - 1)! rN-I(kq~, 0; qN-l, (3) 
k-I 

or 

N-l 1.'" 1 
X f.1 'j' du%.Ja:NrN(q~, 0; qfv, t)] 

X r N- I(qfv-l, t; qN-l, (3)G1(xfv, XN; (3 - t) (3.26) 

for q~ E nZ. 
From Eq. (3.24) follows also that rN(q~, to; qN, t) 
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depends only on t - to, that 

rN(q~, to; qN, to) = 5(qN; q~) 

for qN, q~ E Q~, 

and that 

(3.27) 

(3.28) 

In Eq. (3.26) the domain of integration for qfv-l can 
be reduced to ~-l, and one sees that the functions 
rN(q~, to; qN, t) satisfy the same recursive system 
of differentio-integral equations [Eq. (3.12)] as the 
functions G!(q~, qN; t - to) for N > 1. The inter
pretation of Eq. (3.12) in terms of Brownian motion 
theory shows that the solution of Eq. (3.12) must 
be unique, and we can therefore conclude that 

rN(q~, to; qN, t) = G!(q~, qN; t - to) 

for all positive integers N. 

(3.29) 

4. FORMULATION IN CONFIGURATION SPACE AND 
USUAL SECOND QUANTIZATION 

Let us summarize the situation as it appears in 
the first-quantization formalism; we want in 
particular to underline a few results which will be 
employed in the second quantization. 

Let IP(qN; PN) be a Schrodinger wavefunction 
which describes (in configuration space) a collection 
of N noninteracting hard spheres of diameter "a", 
in the state liN' We use the notation qN == {Xl' ... XN l. 
We shall not specify, for the time being, which 
statistics are appropriate to our hard spheres, and 
do not insist therefore on symmetry properties of 
IP(qN; PN). We look for the set of square-integrable 
functions which 

(a) are twice differentiable in R with respect to 
each variable, and are, there, solutions of the 
Schrodinger equation 

- (~ 'V~ )IP(qN; PN) = E(IIN)IP(qN; liN), 

the domain R is defined by6 

R: {qN: Ix; - xii> a, allpairs i, j}; 

(b) satisfy the auxiliary condition 

(4.1) 

(4.2) 

in the complement of R (indicated in what 
follows with Rl.); 

I This domain was called f2n N in the previous paragraphs. 

(c) are continuous at the boundary of Rl.(iJR) 
and possess there derivatives in all directions. 

We shall assume, without further analysis, that 
the set IP(qN; PN) provides an orthonormal basis in 
the space of square-integrable functions satisfying 
(4.2). 

It is now convenient to reduce the given problem 
to one in which a Schrodinger equation, valid over 
the entire E3N (the product of the Euclidean three
dimensional spaces of the N variables), takes the 
place of Eq. (4.1) and of the auxiliary condition 
(4.2). For this purpose, we introduce the char
acteristic function C of the domain R 

C(qN) == {I if qN E R, 

o otherwise, 
(4.3) 

Let us also remark that C(qN) = II;<k C(X;, Xl)' 

We shall use the same symbols C, R regardless of 
the number of variables on which they depend. 

Notice now that, for those functions IP(qN) for 
which (4.2) is satisfied, we have 

IP'(qN) == C(qN)IP(qN) = IP(qN)' (4.4) 

We shall indicate with R' the manifold of all square
integrable functions which satisfy conditions (b) 
and (c) as stated above. 

Using (4.3) it can be shown that, if the function 
IP(qN; PN) E R' satisfies (4.1) in R, it also satisfies 
in E 3N the equation 

l,~ {-~ 'V~ + t t [V;C(x, xk)],C-I(x;, Xk) 
k~i 

x c(qN)V;}IP(qN; liN) = E(PN)IP(qN; liN), (4.5) 

where 

E> 0, (4.6) 

and 

C-\x;, Xk)C(qN) 

- II C(XiXh) II C(X;, Xk ) II C(X;, Xh)' 
i;r!i~h'=k i;r!i ,k h;r!k. i 

Conversely, if (4.5) is satisfied everywhere in E 3N
, 

then IP(qN; PN) E R' and is a solution of (4.1) in R. 
We shall not give a detailed proof of this here, 

and limit ourselves to make it plausible with the 
following heuristic argument. 

The second term on the right-hand side of (5) 
expresses the fact that, going through a point 
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PEaR, along a direction n, pointing towards g\ 
the function ~(qN; liN) experiences a discontinuity 
in the derivative precisely equal to its derivative 
at P in the direction -no Therefore the derivative 
at P in the direction n is zero. 

In g\ only the first term on the left-hand side 
of (4.5) contributes; the derivative remains therefore 
zero throughout R\ i.e., ~(qN; liN) is constant in R.i. 
But then, in R\ the left-hand side of (4.5) is zero 
and we conclude ~(qN; liN) = 0 in R.i.7 

~(qN; liN) is continuous at the boundary of R; 
this follows from the fact that we have assumed 
that the derivatives of ~(qN; liN) exist on aR in 
all directions; Eq. (4.5) would not make sense 
otherwise. 

That ~(qN; liN) satisfies (4.1) at every point of R 
follows immediately from (4.5), noting that R is 
an open set. 

Equation (4.5) which, as we have remarked, is 
valid on the entire E3N

, will from now on substitute 
(4.1) and the auxiliary condition (4.2). 

At this stage of the game, one would introduce 
the standard formalism of second quantization and 
thereby define" creation" and" annihilation" oper
ators on a certain Hilbert space 4); these operators 
are required to satisfy the usual (canonical) com
mutation relations. All the results of the first
quantization scheme can then be reproduced, 
provided one exercises proper care in the choice 
of the Hamiltonian. 

To be sure, one has also to require suitable 
transformation properties under those groups which 
left the original Schrodinger theory invariant. The 
auxiliary condition (4.2) is foreign to these manipula
tions; it is then introduced at the end as a constraint 
that a vector in 4) must satisfy in order to correspond 
to a physically admissible state. 

Let us emphasize that, in the standard scheme, 
the condition (4.2) is irrelevant to the algebra 
of operators, which is determined by the "free field" 
commutation relations. If we now construct a 
Hilbert space 4), operating with these operators 
on the vacuum, we shall find that some of the 
vectors in 4) are "unphysical," since they should 
be associated with states in which two (or more) 
hard spheres overlap. It may be therefore interesting 
to give a scheme in which only physical states 
are used. This formulation may, 'in fact, prove 
particularly convenient if one wants to work in 
momentum space, where the criterion for selecting 

7 Note that E(VN) > 0 in hard-sphere system without 
interaction. 

physical states has a somewhat complicated appear
ance. It may also turn out to be useful in the 
investigation of the meaning of commonly accepted 
approximations. 

Before we go on to this formulation, let us recall 
a few formal features of the usual second-quantiza
tion scheme. One introduces creation operators 
y/ (X)8 and annihilation operators 1/;0 (x) , which 
provide an irreducible representation of the com
mutation relations 

[1/;O(X) , 1/;~(y)] = o(x - y) (4.7) 

on a Hilbert space 4) to which belongs by assumption 
the "vacuum" state 10), characterized by 1/;0 (x) 10)=0, 
all x's. 

We shall treat from now on the case of hard 
spheres satisfying Bose-Einstein statistics; what will 
be said remains valid, with obvious modifications, 
for hard spheres satisfying Fermi-Dirac statistics. 

Any vector III) in 4) can be written in the form 

III) = t J ~(qN; liN) IqN) d
3qN' (4.8) 

N-O 

IqN) == (N!r!1/;~(Xl) ... 1/;~(XN) 10). 

We shall define 

PN(qN) == IqN)(qNI, (4.9) 

and introduce the projection operator P: 

P = 'to J d3
qNC(qN)P(qN), (4.10) 

with C(qN) defined as in (4.3). One can then easily 
check that condition (4.2) is equivalent to 

III) E 4)p where 4)p = P 4). (4.11) 

Equation (4.11) is the condition that a vector in 
4) has to satisfy in order to be associated with a 
physically admissible configuration, i.e., to be char
acterized-in the x representation-by a wave
function 

~(qN; liN) = (q I liN) which satisfies (4.2). As 
Hamiltonian, we choose 

(4.12) 

This choice is justified noting that, from (4.7), (4.8), 
(4.12), the following equality is obtained: 

8 The subscript is here used only to differentiate these 
operators from the >/I(x) used in Sec. 2 and 3, and later in 
Sec.5. 

9 We make free use of improper vectors; one can imagine' 
enclosing the system in a box, and letting the volume of the 
box go to infinity in the end. 
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H IIIN) = t J d3
qN 

N-O 

X lim {- L: \7~ + L: L: [ViC(X;, Xk)], 
1'-0.. j kr6j 

be treated in a similar way). Equation (4.17) implies 
then CN' = 0, all N"s, and therefore IJLN) = O. 
Using (4.15) we shall write the equation of motion 
for the state Ill) as 

(4.13) i(ajat) Ill) = H' Ill) 

if ~(qN; liN) E R', i.e., C(qN)~(qN; liN) ~(qN; liN), 
and ~(qN; liN) is continuous on aR and has there 
derivatives in all directions. The Schrodinger equa
tion (4.1) together with the auxiliary condition (4.2) 
is therefore equivalent to 

(4.14) 

with H given by (4.12) and IIIN) E ~P' We also 
notice that 

[H, P] h) = 0 (4.14') 

if IIIN) is an eigenstate of H belonging to ~P' We 
shall assume, as mentioned above, that the eigen
states of H belonging to ~ P, are discrete and that 
they provide an orthonormal basis in ~p. 

We shall find useful, in what follows, to describe 
the dynamics of the hard-sphere system using, 
instead of H, the operator 

H' = PHP. (4.15) 

Evidently, if Ill) E ~p and HIli) E ~p, then 
HIli) = H' Ill). Also, from (4.15) it follows that 
the eigenstates of H which belong to ~p are also 
eigenstates of H'. We have already assumed that 
the eigenstates of H belonging to ~p provide there 
a complete basis. Therefore the eigenstates of H' 
are also eigenstates of H belonging to ~p and the 
two Hamiltonians are "equivalent" on ~p, 

In fact, let IJLN) be an eigenstate of H': 

H' IJLN) = e(JLN) IJLN). (4.16) 

Let IVN) be the eigenstates of H in ~p and let 
IJLN) ,= a IVN), a a number, for all VN'S. Since the 
IVN) form a complete set, 

IJLN) = L: CN' !VN'); 
N' 

(4.16') 

In fact, 

(vN·1 H' !JLN) = E(VN,)(VN' I JLN) = E(VN')CN" 

From (4.16) and (4.16') one derives 

(4.17) 

However, by asumption, 

E(VN) ,= e(JLN) 

for all JL'S (the case of denumerable degeneracy can 

provided the right-hand side is defined. To pass 
to the Heisenberg representation, we set 

!V)H = e-iH'1 Iv); y;(x, t) = e-iH'IY;(x)eiH'l. 

Since [H', P] = 0, the condition for a state vector 
in the Heisenberg representation to represent the 
"history" of a physical system is 

P IV)H = !V)H' 

The equation of motion for any operator 0(x, t) is 

i(ajat)0(x, t) = [0 (x , t), H']. (4.18) 

5. FORMULATION IN TERMS OF A NEW ALGEBRA 

We shall now reformulate the alternative approach 
to second quantization for a gas of hard spheres, 
already introduced in I and in Sec. 2, working now 
consistently within an operator formalism. The 
advantages of this approach have been mentioned 
before; the main disadvantage, from the point of 
view of this section, is the appearance of a "free
field" algebra, far more complicated than the one 
usually accepted. Changing the commutation rela
tions may seem a somewhat drastic step, but an 
attempt to deal with the hard-sphere problem using 
standard commutation relations led [E. Lieb, Proc. 
Natl. Acad. Sci. U.S. 47, 1000 (1960)] to a formalism 
in which the Hamiltonian does not exist (as an 
operator). 

Let us introduce in ~ the following operators: 

y;(x) = PY;o(x)P, (5.1) 

y;t(x) = Py;~(x)P, (5.1') 

with P defined in (4.9), (4.10). These operators 
will turn out to have precisely the same matrix 
elements as the matrix operators introduced in I; 
this will justify a posteriori the use of the same 
symbol. Using the definition of P one can easily 
check that the following identities hold: 

PY;o(x)P = Y;o(x)P, 

Py;~(x)P = PI/t~(x). 

(5.2) 

(5.2') 

Equation (5.2') shows that the I/tt(x)'s form in 
~p a cyclic representation1o of some algebra (to be 

10 A set {A; I of operators on a Hilbert space X is called 
cyclic with re.spect ,to a vector <1>0 E X if the vectors P(Ai)<I>o 
span the entire Hilbert space, when peA;) varies over all 
the polynomials in the AI's. 
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exhibited later) with the vacuum as cyclic vector. then 
In other words, the states 

(N!)-'lft(X1) ••• lft(XN) 10) where 

form a complete basis in ,l) p. 

The proof goes as follows: we know that any state 
II') can be approximated arbitrarily by states of 
the form 

i.e., 

IIII') - ~ J dqNi1>N(X1 , ••• XN) 

X lf~(Xl) ... lf~(XN) 10)11 < E 

if M is large enough. But, for any vector Ip) and 
any projection operator P, liP Ip)1I :::; II Ip)lI· 
Therefore, 

IIp II') - 11 J dqNi1>N(X1 ••• XN) 

X Plf~(Xl) ... lf~(XN) 10)11 < E 

for M large enough. The interchange of the operator 
P with the operation LN J is justified since P is 
a bounded operator. If II') E ,l)p, P /1') = /1'). 
Using (5.2') and the identities p 2 

= P and P /0) = 

/0), one obtains 

II/I') - 11 J dqNi1>N(X1 ••• XN) 

X If\X1) ••• If\XN) 10)11 < E 

if /1') E ,l)p, which proves our assertion. 
For various purposes (e.g., to introduce a particle 

interpretation), it is useful to know that the rep
resentation is also irreducible, i.e., that no proper 
subspace of ,l)p is left invariant by all If(X), lft(X). 
To prove this, suppose ,l)f, were such subspace. Then 

If(X),l)~ c ,l)~, If \x),l)~ c ,l)~, (5.3) 

i.e., 

Plfo(X)P,l)~ c ,l)~, Plf~(X)P,l)~ C ,l)~. (5.4) 

But P,l)f, = ,l)f, since ,l)f, C ,l)p. Equation (5.4) 
reads therefore 

lfo(X),l)~ c ,l)~, Plf~(X),l)p c ,l)P. (5.4') 

Let Ix) E ,l)f, j the second relation of (5.4') implies 

,l)f, = ,l)'f, - ,l)f" and ,l)'f, is the set of all vectors 
which can be obtained from a vector in ,l) f, through 
a finite number of applications of lf~(X), and their 
closure. Notice that (5.4') implies ,l)f, C ,l)*. Then 
,l)f, V ,l)f, is a subspace of ,l) invariant under all 
the lfo(X)'S and lf~(X)'S. Since the representation 
they provide is, by assumption, irreducible, we 
conclude ,l)f, V ,l)p equals either ,l) or O. In the 
latter case, ,l)f, = o. In the former, since ,l)f, C ,l)* 
one has ,l)f, = ,l)P. Q.E.D. 

We shall now derive the explicit form of the 
algebra, a representation of which is provided by 
the operators If (x) , lft(X). Using (5.2), (5.2'), and 
the standard commutation relations for lfo(X), lf~(X), 
one gets 

[If(X), If(y)] = 0 = [lft(X) , lft(y)], 

If(X)lf(y) = P(x, Y)lfo(X)lfo(Y), 

P(x, y) = 11 J C(x, y, qN)PN(qN) dqN, 

[If(X) , lft(y)] = lfo(X)Plf~(y) - Plf~(y)lfo(X)P 

= Po(x - y) + Plfo(X)(P - l)lf~(Y)P. 

(5.5) 

(5.6) 

(5.7) 

If we could write the last term in (5.7) as an explicit 
function of If(X) and lft(X), we would have succeeded 
in exhibiting the algebra of the If(X)'S. It is of course 
rather simple to express P in terms of If(X) and 
lft(X) j the problem of writing in a similar form 
expressions like lfo(X) (1 - P)lf~(X) is, however, 
more involved. Some more manipulations are there
fore required (and are given below), before the new 
free-field algebra may be exhibited. 

Before we introduce new definitions, however, let 
us describe the dynamics of a collection of non
interacting hard spheres in terms of If(X), lft(X). 
We have already seen that a Hamiltonian which 
is equivalent, within the physical states, to (4.1) 
and (4.2) is 

H' = P J Vlf~(X)·Vlfo(X)P d3x. (5.8) 

With our definition of If(X), (5.8) can be written as 

J V(Plf~(X». V( lfo(X)P) d3x 

(5.8) 
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Notice that H. is written completely as a function 
of the elements of our algebra. In passing from 
(5.8) to (5.9), use has been made of the identities 

V(y;o(x)P) = (VY;o(x»·P. (5.10) 

To justify this, consider the expression 

J d3x(pl (VY;o(x»P Ix)q(x), 

where q(x) is some "smooth" function of x and 

Ip), Ix) E ~. 

We have, if Ix) E ~p, 

J d8x (pi V(Y;o(x)P) Ix)q(x) 

-J d3
x (pi y;o(x)P Ix) V ·q(x) 

-J d3
x (pi y;o(x) Ix) V·q(x) 

= J d3x (pi V· y;o(x) Ix)·q(x) 

= J d3x (pi VY;o(x)·p Ix)·q(x). (5.11) 

If Ix) E 3C - 3Cp , 

(pi V(Y;o(x)p) Ix) = 0 

= (pi (V· y;o(x»P Ix). (5.12) 

Q.E.D. 

Let us now introduce one more projection operator, 
so defined: . 

P(x) = l; J dqNC(x, qN)PN(qN) , (5.13) 

with PN , C defined in (4.9), (4.3). The meaning 
of P(x) is easily found: P(x) selects those states 
that represent a system in an allowed configuration 
(Ix; - Xii > a, all i's and j's) such that one more 
hard sphere of diameter a can be added at the 
point x (and at a fixed time, that we choose equal 
to zero) still yielding an allowed configuration. 

From (5.13) it follows that 

p·P(x) = P(x)·p = P(x). (5.14) 

One moment's thought (or a straightforward com
putation) makes the following identities clear: 

y;(x) == pY;o(x)P = P(x)Y;o(x), 

y;\x) == Py;~(x)P = y;~(x)P(x), 
Y;o(x)P(y) = C(x, Y)P(y)Y;o(x) ,11 

11 Note that 

P(x, y) = C(x, y) P(x) P(y) , 

) 
t t P(x Y;o(y) = C(y, x)Y;o(y)P(x). 

(5.15) 

(5.15') 

(5.16) 

(5.16') 

Using these identities, one then has 

[y;(x), y;t(y)] = 5(x - y)P(x) 

- [1 - C(x, y)]y;t(y)y;(x). 

Proof: 

[y;(x) , y;t(y)] = P(x)[Y;o(x), y;~(y)]P(y) 

- l(Y)y;(x) + P(x)Y;~(y)Y;o(x)P(y) 
= P(x)5(x - y) - y;t(y)y;(x) 

+ C(x, y)y;~(y)P(x)P(y)Y;o(x) 

(5.17) 

= P(x)5(x - y) - y;t(y)y;(x) + C(x, y)y;t(y)y;(x), 

where use has been made of the identities 

P(x)P(y) = P(y)P(x), 
(5.18) 

P 2(x) = P(x). 

Let us remark that, although a new projection 
operator has been introduced, we did not change 
the definition of y;(x). In particular, the dynamics 
is still given by the Hamiltonian (5.8). 

We shall now express P(x) as a function of y;(x) 
and y;t(x). One has, formally,t2 

P(x) = Of,z-x,,, • .pt(z).p(Z) d', (5.19) 

where the symbol OA, A being an operator, is defined 
by the following rule: choose a representation in 
which A is diagonal. If A has only nonnegative 
eigenvalues (as is in our case), then OA is defined by 

OA la) = {Ia) if a = 0, Ala) = ala). (5.20) 
o if a > 0; 

Expression (5.17) has thereby been written com
pletely in terms of y;(x) and y;t (x). 

We can now forget its derivation as well as the 
expression of y;(x), y;t(x) as a function of Y;o(x) and 
use (5.17) with (5.5) as the definition of the "free
field algebra" (referred to in what follows as S 
algebra), appropriate to the hard-sphere problem. 
A gas of free hard spheres is then described using 
an irreducible representation of the S algebra; the 
"vacuum" may be selected as cyclic vector to 
construct ~p, the Hilbert space on which the 
elements of the representation operate. All vectors 
in ~p represent physically permissible states, and 
no auxiliary condition like (4.2) is introduced. 

The evolution in time of the system is exhibited 
by a unitary transformation U(t), the infinitesimal 
generator of which is H., introduced above III 

Eq. (5.9). 

IS The formal proof of (5.19) is given in the Appendix. 
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One has, for every operator A, 

i(fiAjat) = [A, H,]. (5.21) 

In particular, choosing A = 1/1 (x, t) and using in 
(5.21) the explicit form of H, and (5.17), one obtains 

i a1/l(x, t) = -P(x)V 2 1/1(x, t) + lim f d(j~ 
at .~Ot Iy-xl-o+. 

This could have been proved also directly, by 
noting that 

as C is a function only of the differences Xi - Xi' 

Consider now the operator 

Up(a) == PU(a)P. (5.28) 
Y - X t 

X -- 1/1 (y, t)· V~1/I(y,. t)1/I(x, t). 
a (5.22) It satisfies 

For completeness, we want now to give explicitly, 
as a function of the 1/I's, a representation on s;,p 
of the group of rotations and translations in three 
dimensions. We shall restrict ourselves to the latter 
group, the former being treated in precisely the 
same fashion. On the Hilbert space s;, of the usual 
second quantization, a representation is provided 
by the unitary operator 

U(a) = exp (in-a), 

(5.23) 

One has 

1/IO(X + a) = U(a)1/Io(x)U\a), 

and also 

P(X + a) = U(a)P(x)U\a), 

as one can easily see, e.g., from Eq. (II.3) (cf
Appendix II). Therefore, 

1/I(x + a) = U(a) y,.(x) U\a). (5.24) 

We remark now that 

Up(a)U;(a) = P = U;(a)Up(a). (5.29) 

If restricted to s;,p, it is, therefore, unitary. Also, 

1/I(x + a) = U(a)1/I(x)Ut(a) = U(a)P1/Io(x)PUt (a) 

= Up(a)P1/Io(x)PU;(a) = Up(a)y,.(a)U;(x). (5.30) 

Let 

U,,(a) = exp (in,,-a), (5.31) 

where 

n p = PDP = iP J 1/I~(x)V1/Io(x) d3x. 

Using (5.10), (5.2), and (5.2'), one obtains 

n p = i J 1/It(x)V1/I(x) d3x. 

(5.32) 

(5.33) 

Equations (5.30), (5.31), and (5.33) exhibit, as a 
function of the 1/I's, a unitary representation on s;,p 
of the group of translations in three dimensions. 
For infinitesimal values of the parameter a, Eqs. 
(5.30) and (5.31) give 

i[a1/l(x)/axl = rnp , 1/I(x)]. (5.34) 

[P, U(a)] = 0 

for all a. In fact, 

U(a)PU\a) = ± d3 qNC(qN)U(a)PN(qN)U\a) 

(5.25) Introducing the Fourier transform of 1/I(x), 

f(P) = J eiP
'

X 1/l(x) d3x, 

N-O 

(5.26) 

where we have used 

C(qN + a) == C(x1 + a, X2 + a, ... XN + a) = C(qN) 

and 

U(a)PN(qN)U\a) = U(a) I qN)(qN I Ut(a) 

= IqN + a)(qN + al = PN(qN + a). 

From (5.25) it follows 

[P, n] = o. (5.27) 

Eq. (5.34) can be rewritten as 

[np, f(k)] = -kf(k), 

[np, ft(k)] = kft(k). 
(5.35) 

Eq. (5.27) shows that the "total momentum" of a 
state is still a meaningful quantity, and Eq. (5.35) 
indicates that, e.g., lP(k) does indeed "increase" 
the total momentum of a state by the amount k. 
It should be kept in mind, however, that the 
momentum of a single particle is not an observable 
in s;,P' In fact, let Ik, 1) be the state of one particle 
with momentum k, and let /p, N) E s;,~ be a 
state describing N particles with total momentum 
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equal to p. Then 

\k, 1) @ \p, N) EE ~;+\ (5.36) 

i.e., the state Ik, 1) @ Ip, N) cannot occur as a 
physical state for a system of N + 1 particles. 

Therefore, the operator ~t(k) is not a creation 
operator for a particle with momentum k. 

APPENDIX I 

It must be possible to obtain Eq. (3.11) by a 
limiting process from an equation valid for finite 
potentials. There is, however, a slight difference 
between the case of a finite potential, however 
large, and the case of hard-sphere interaction. 

For the case of a finite potential, one has 

lim GN(q~, qN; (3) = O(qN - q~), (1.1) 
p-o 

while in the case of impenetrable cores, one has 

GN(q~, qN; (3) = 0, 

unless q~ and qN are in oZ, and, therefore, 

lim GN(q~, qN; (3) 
p-o 

(1.2) 

= {O(qN - q~) if 

o otherwise. 
(1.3) 

This difference means physically that for any finite 
potential the entire configuration space is accessible, 
while the idealization of impenetrable cores excludes 
part of the configuration space even in the limit 
of infinite temperature. This requires some pre
cautions in performing the limiting process. 

Let GN(q~, qN; (3) and Gk(q~, qN; (3) be Green's 
functions of the Bloch equation for N particles with 
interaction potentials V(qN) and V'(qN), respec
tively. (We will omit the sUbscript N in the following 
calculation. ) 

Consider the integral 

I = Ja~-a)p dt J G(qo, q'; t)v(q')e-(p-n.(o') 

X G'(q', q; (3 - t) dq', (104) 

where a is a real positive number smaller than 
unity which we will let approach zero at the end; 
and v(q) = V(q) - V'(q). 

This integral can be transformed as follows: 

I
(!-a)p J [a ] I = ap dt dq'G(qo, q'; t) at e-(/Hl.(o'l G'(q', q; (3 - t) 

I

(!-al{3 J a 
= a{3 dt at [G(qo, q'; t)e-({3-tl.(O'lG'(q', q; (3 - t)] 

I
(!-al P J [a 

- ap dt dq' at G(qo, q', t)e-({3-n.(O'lG'(q', q; (3 - t) 

+ G(qo, q'; t)e-(P-tl.(o'l :t G'(q', q; (3 - t)]. 

With the use of the Bloch equation, the second term can be written as 

_I(!-al
P 

dt J dq'e-({3-tl.(O',{[ t Vj2 - V(q')]G(qO, q'; t)G'(q', q; (3 - t) 
up ,-I 

(1.5) 

~ G(qo, q'; t)[t V~2 - V'(q')]G(q" q;{3 - t)}. 

The terms with V and V' add up to I again and we have 

I
(!-alP a J {(I-alP J o = dt at . dq'G(qo, q'; t)e-({H).(o'lG'(q', q; (3 - t) - dt dq'e-(/Hl>(O" 

a/J • a$ 

X [t V;2G(qo, q'; t)G'(q', q; (3 - t) - G(qo. q'; t) t V;2G'(q', q; (3 - t)] 

= J [G(qo, q'; (1 - a){3)e- aP'(O'lG'(q', q;a(3) - G(qo, q';a(3)e-(I-al{J.(O'lG'(q', q; (1 - a){3)] 

I
(I-al{J J 

- dt dq'e-(iJ-tl,(O" L VHIV;G(qo, q'; t)]G'(q', q;{3 - t) - G(qo, q'; t)V;G'(q', q;{3 - t)}. 
afJ , 

(1.6) 
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The last term can be written as 

f (1-")/I J 
- dt dq' L V~{e-(/I-tl·(Q')[(V~G)·G' - G·V~G']} 

a/1· , 

f (1-")/I J + dt dq' L V~e-(/I-tl·(Q')[(V:G)·G' - G·V:G']. 
"fJ , 

The first integral vanishes when Born-von Karman conditions are imposed on G, G', and v, and we have 

o = J dq'[G(qo, q'; (1 - a){3)e- a/l·(Q')G'(q', q; a(3) - G(qo, q'; a(3)e-(1-a)/I·(Q')G'(q', q; (1 - a){3)] 

f (1-")/I J N + dt dq' L V:e-(/I-tl.(Q') [G'(q', q;{3 - t)V:G(qo, q'; t) - G(qo, q'; t)V~G'(q', q;{3 - t)]. 
,,/I ;-1 

Now we specialize to the case 

1 N 

N-I 
v(q) = L U(X; - XN), 

;-1 

(1.7) 

V(q) = 2 ;~: U(X; - Xk), 

1 N-I 
V'(q) = 2 L' U(X; - Xk), 

and write to conform with the previous notation 

G(qo, q; t) = GN(q~, qN; t), 

; .k-I G'(qo, q; t) = GN-I(q~-I' qN-I; t)GI(X~, XN; t). 

where the prime indicates j ~ k, and If we keep U finite and let a approach zero, we obtain 

/I J N [ N-I ] -L dt dq;' f,; V: exp -({3 - t) f,; u(x~ - x;') {[V:GN(q~, q;'; t)] 

x VHGN-1(q;'-I, qN-I;{3 - t)]G1(X;',XN;{3 - t»). (1.8) 

In deriving the corresponding equation for the hard-sphere case, we have to start with Eq. (1.7) 
and perform the limit 

U(X; - Xk) -4 <Xl for Ix; - xkl ~ a, 

u(x; - Xk) -40 for Ix; - xkl > a 

first, with a and (3 > 0 fixed. We then obtain 

where 

O( ) _ {O for Ix; - xNI ~a, 
Xi - XN -

1 for Ix; - XNI > a. 

(1.9) 

(I. 11) 
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Since the discontinuity of 8(x) occurs at Ixi = a + 0, 
we have 

(1.12) 

and 

t Vi Yi 8(xz - XN),Vi = '£ [Yi 8(xl - XN)] 
i-I 1-1 ;-1 1-1 

I"; 

Since, in the limit (1.9), the function GN(q~, q/;; t) 
vanishes if Ixi - X/; I :::; a, the factor II~:~ 8(x; - xk) 
in the first term of the integrand in the first integral 
of Eq. (1.10) can be omitted. Under the assumption 
that, in the limit (1.9), GN(q~, qN; t) -+ 0 if, for 
any j ¢ N, Ix; - xNI -+ a, the second term in the 
second integral in Eq. (1.10) can be omitted. Also, 
if IXI - xNI :::; a, for any l ¢ j, then 

[(x; - xN)/a](V; - V N)GN(q~, qN; t) = 0, 

so that the factor II'i:~ 8(xl - XN) in Eq. (1.10) 
can be omitted. Taking the limit a -+ 0, we then 
obtain 

N-l 
GN(q~, qN;(3) = II 8(x~ - X~)GN-l(q~-I' qN-l;fJ) 

;-1 

N-I 
X L c5(lxi - x~1 - a - 0) 

;-1 

X [Xi ~ X~ (Vi - V~)GN(q~, q~; t)] 
X GN-I(q~-I' qN-I; fJ - t)GI(X~, XN; (:J - t), (1,14) 

for (:J > O. For q~ E Q~, this agrees with Eq. (3.11). 

APPENDIX II 

We want to prove here that 

P(x) = OfIY-"I~ad·.lft(Y)>I-(Y). 

We have 

(11.1) 

with 

PN = [Jl (1 - ~)JI 
X [Jl (1 - f \b!(X)f!(X) d

3x) ] 
1 J t t) X NI C(qN)\bO(X1)' •• \bO(XN 

X \bO(XI) ..• \bO(XN) d3 qN, (II.2) 

and 

'" '" '" 
P(x) = L PNRN(x) = L L PNRM(x) 

N-O N-O M-O 

'" 
= PR(x) = L PN(x), (11.3) 

N-O 
where 

RN(X) = [Jl (1 - ~) JI 
X {Jl [1 - f \b!(X)f!(X) d

8x]} 

X ;11 L'-"i'>a d3

qN 1f C(x, Xi)\b~(Xi)\bO(Xi)' (II.4) 

PN(x) = [Jl (1 - ~rl] 
X {Jl [1 - f \b~(X)f!(X) d3

x ]} 

X ~I i",-xl'>a d3

qN 1f C(x, Xi)\b\Xi)\b(Xi). (II.5) 

Let us now introduce in Rk the following de
composition: 

R~;o is (the set of all functions belonging 
to Rk and) such that C(x, Xi)! = 0, 
all i's; 

is such that C(x, Xi)! = c5 ik!; 

is such that C(x, Xi)! = (c5 ik + c5,;)!; 

(
N-l ) 

is such that C(x, Xi)! = L c5ik .. !; 
m-l 

is such that C(x, Xi)! = i, all i's. 

We shall denote by {m} N any sequence of numbers 
kl ... k m taken among the first N cardinals and 
such that k i < k; if i < j (i, j = 1 ... N). The 
sequence that does not contain any element is 
indicated with o. 
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With these notations, Rf, is the direct sum of all 
Rf.,;{mIN' which are pairwise orthogonal. In fact, 
if !(qN) is a function in Rf" its component in Rf.,;{mIN 
is given by 

PN;{mIA(qN) = II C(x, Xi) 
iElmlN 

X II [1 - C(x, xi)]f(qN)' 
iE!:lmlN 

i'5.N 

(II.6) 

PN;{mIN' as defined in (11.6), is evidently linear 
and one has 

N 

~ PN;lmIN = II {C(x, Xi) 
{miN i-I 

+ [1 - C(x, Xi)]} = 1, 

PN;{mIN,PN;lm'IN = 0 if {mIN ~ {m'}N 

(11.7) 

(II.8) 

(if {mIN ~ {m'}N, PN;{mIN' PN;{m'IN contains at 
least one factor C(x, Xi)' [1 - C(x, Xi)] = 0), 

(II.8') 

We now divide S)p;/3 into subspaces S)~~if accord
ing to the rule 

II') E S)~~1N ¢=> (q II') == <I>(qN; I'N) E RN;{mIN' (II.9) 

It follows from (11.8) that s)~~1N n S)~~~IN = 0 
if {mIN ~ {m'}N, and that 

(II. 10) 
{miN 

We now notice that bothP N(X) and oIlY-XI Sa d·.lI-t(y) II-(y) 

13 3Cp ;N is composed of those vectors Iv) E 3Cp such 
that ~qN; v) == (q I v) is a function of N variables; one can 
easily prove that 3Cp ;N (\ 3Cp ;N' = 0' for N ~ N', and that 
3Cp = EeN 3Cp ;N' 

leave each S)~~1 invariant or map it to zero; in fact, 

PN(x) II') 

f~ 
and 

if II') E s)~~;""NIN, 

if II') E S)~~1N, 

fY-X,Sa day y/(y)y;(y) II') 

= [N - P({m}N)] II') if II') E S)~~1N, 

(11.11) 

(II.12) 

where P({m}N) is the number of elements in the 
sequence {mI. From (11.12) we have, according to 
the definition given in the text, 

oI,y-x,SO d·.lI-t(y) II- (y) II') = 0 [N-P({ml N) I II') 

But 

= {II') if P({ mIN) = N, 

o otherwise. 
(II.13) 

P({m}N) = N only if {m}N = {I ... N}N. 

Therefore, 

(II.14) 

One can also verify that 

PN(x) II') = 0 if II') E S)P,M, M ~ N. (II.15) 

From (11.3), (11.14), (11.15), and (11.10), we then 
conclude 

(II.16) 
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Causality Implies the Lorentz Group 

E. C. ZEEMAN 

lnstitut des Hautes Etudes Scientifiques, Bures-sur-Yvette, Seine et Oise, France 
(Received 30 July 1963) 

Causality is represented by a partial ordering on Minkowski space, and the group of all auto
morphisms that preserve this partial ordering is shown to be generated by the inhomogeneous Lorentz 
group and dilatations. 

LET M denote Minkowski space, the real 4-
dimensional space-time continuum of special 

relativity, and let Q denote the characteristic 
quadratic form on M, 

Q(x) 2 2 2 2 = Xo - Xl - X2 - Xa, 

There is a partial ordering on M given by X < y 
if an event at x can influence an event at y; more 
precisely, x<y if y-x is a time vector, Q(y-x»O, 
oriented towards the future, Xo < Yo. Let f : M --? M 
be a function that is a one-to-one mapping (we 
make no assumptions that f is linear or continuous). 
We call f a causal automorphism if both f and r 1 

preserve the partial ordering; in other words, 

x < y <=> fx < fy, all x, y E M. 

The causal automorphisms form a group, which 
we call the causality group. 

Let G be the group generated by (i) the ortho
chronous Lorentz group (linear maps of M that 
leave Q invariant, and preserve time orientation, 
but possibly reverse space orientation), (ii) transla
tions of M, and (iii) dilatations of M (multiplication 
by a scalar). 

Theorem. The causality group = G. 

Remark 1. The significance of the theorem is that 
if we interpret the principle of causality mathe
matically as the set M together with the partial 
ordering, then the inhomogeneous Lorentz group 
appears naturally (with dila ta tions and space reversal) 
as the symmetry group of M. Therefore the basic 
invariants of physics, which are the representations 
of the inhomogeneous Lorentz group, follow nat
ually from the single principle of causality. 

Remark 2. It is easy to see that G is contained 
in the causality group, since the generators of G 
preserve the partial ordering. The converse is not 
obvious at first sight, because there seems no 

reason why a causal automorphism should be linear 
or even continuous. In fact, the result depends 
essentially upon space being more than I-dimen
sional. If space were I-dimensional then the causality 
group would be much larger than G, and the general 
causal automorphism would map the space and 
time axes into curved lines, as is shown by the 
example below. Thus the typical 2-dimensional 
picture of Minkowski space to be found in most 
textbooks is misleading. 

Remark 3. The condition for f to be a causal 
automorphism is a global condition, but is equivalent 
(by an elementary compactness argument using 
the transitivity of <) to the following local condi
tion: given x E M, then there is a neighborhood 
N of x such that 

y < z <=> fy < fz, all y, zEN. 

Intuitively this means we need only think of the 
principle of causality acting in our laboratories for 
a few seconds, rather than between distant galaxies 
forever, and still we are able to deduce the Lorentz 
group. 

Remark 4. There is another relation on M given 
by x <. y if light can go from x to y; more precisely 
x <. y if y - x is a light vector, Q(y - x) = 0, 
oriented towards the future, Xo < Yo. The relation 
x <. y is not a partial ordering because it is not 
transitive, 

x <. y <. z :::::j::} x <. z. 

We shall show in Lemma I that, in the definition 
of causal automorphism, it does not matter whether 
we use < or <. (or both). Intuitively this means 
that the Lorentz group can be deduced equally 
well either from causality between heavy particles, 
or from causality between photons, or from both. 
Remark 3 also holds for < ., although the argument 
is slightly more complicated due to the lack of 
transitivity. 

490 
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Remark 5. In Remarks 2 and 3, when referring 
to the Hcontinuity" of f or the Hneighborhood" 
of x, we have implicitly assumed a topology on M, 
although for the proof of the theorem we assume 
no topology. It is customary to think of M as having 
the topology of real 4-dimensional Euclidean space, 
but there are reasons why this is wrong. In particular: 

(i) Euclidean topology is locally homogeneous 
whereas M is not; every point has its associated light 
cone separating space vectors from time vectors. 

(ii) The group of all homeomorphisms of Eu
clidean space is vast, and of no physical significance. 

In a subsequent paperl we suggest alternative 
topologies for M, which are not homogeneous, and 
have the property that any homeomorphism maps 
light cones to light cones. Therefore any home
omorphism preserves or reverses the relation <', 
and so the group of all homeomorphisms of M with 
such a topology will be the double cover of G. 
Consequently, the topology is physically significant 
because it implies the Lorentz group. 

The existence of such topologies on Minkowski 
space suggest the possibility of similar topologies 
on the inhomogeneous Lorentz group, finer than 
the Lie-group topology. Any representation with the 
Lie-group topology would a fortiori be a representa
tion with a finer topology, but not necessarily 
conversely. This raises the question: are there some 
new representations of the inhomogeneous Lorentz 
group? 

Example. 

Let K denote 2-dimensional Minkowski space 
with characteristic quadratic form 

Q(x) = x~ - x~, 

Choose new coordinates 

Yo = Xo - Xl, 

Let f 0, f I : R -+ R be two arbitrary nonlinear orienta
tion-preserving homeomorphisms of the real line 
onto itself. Define f : K -+ K by 

f(yo, YI) = (foYo, fIYI)' 

Then f is a causal automorphism, but f EE G because 
f is nonlinear. In general, the images of the space 
and time axes will not be straight lines. 

Lemma 1.' Let f : M -+ M be a function that is 
a one-to-one mapping. Then f, r l preserve the partial 
ordering < if and only if they preserve the relation < '. 

1 E. C. Zeeman, "The topology of Minkowski space" 
(to be published). 

Proof. If X < Y implies rlx < rly, then x « y 
implies fx « fy. Therefore if f, r l preserve <, 
then f preserves < and <t. Now 

x <.y¢:::?{x«y 
y < z => x < z. 

Therefore if f preserves < and «, then f preserves 
< '. Therefore if f, r l preserve <, then f, r 1 

preserve <'. Conversely, 

x <y¢:::?{x«.y 
x <. z <. y, forsome z. 

Therefore if f preserves < . and « ., then f preserves 
<, and so if f, r l preserve < ., then f, r l preserve <. 

Notation. 

If x E M, let C" denote the light cone through x, 

C" = Iy; x <. y or x = y or y <. x). 

If x <. y, we call the line through x and y a light 
ray and denote it by RM • We deduce 

R".II = C .. (\ CI/' 

Lemma 2. A causal automorphism maps light rays 
to light rays. 

Proof: Let f be a causal automorphism. By 
Lemma 1, f and r l preserve <', and so fC", = CIa. 
Therefore if X <. y, 

fR",1I = f(C" (\ CII) = C,,, (\ C'II = R's,'II' 

Lemma 3. A causal automorphism maps parallel 
light rays to parallel light rays. 

Proof: Let aI, a2 be parallel light rays, and let 
P be the plane through them. There are two eases 
according to whether or not P is a tangent to all 
the light cones with vertex in P. 

Case (1). Suppose P is not a tangent (this is the 
usual case). Then P contains two families lal, Ib} 
of light rays, where {a} consists of all lines parallel 
to al (and a2), and {b} consists of all lines parallel 
to another direction. If X E P, then the light cone 
with vertex x meets P in the two light rays through 
x, one from each family. 

Let f be a causal automorphism. The images 
{fa}, {fb} are families of lines with the property 
that each fa meets each fb, but no two of anyone 
family meet. There are two possibilities; (i) fal and 
fa2 are coplanar, or (ii) they are not. We shall 
show that (ii) leads to a contradiction. For if fal, fa: 
are not coplanar they lie in a 3-dimensional sub
space S, say, of M. Then each tb C S, because 
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it meets fal and fa2, and therefore each fa C S. 
Therefore the two families are generators of a 
nondegenerate quadric surface in S. If this quadric 
surface is a hyperboloid (meeting S", in a conic, 
where S", denotes the plane at infinity), then each 
fa is parallel to some fb (the unique fb through 
fa n S"'), contradicting that fa meets fb (in a finite 
point). Alternatively, if the quadric is a paraboloid 
(meeting S., in two lines), then the directions of 
{fa} are parallel to all the lines in a plane (which 
meets S'" in one of the lines). But all light rays 
are parallel to the rays in a single light cone (which 
meets M a> in a sphere), and so any plane contains 
at most two lines parallel to light rays (through 
the points in M", where the sphere meets the line 
in S'" eM.,), and so again we have a contradiction. 

Therefore fal, fa2 must be coplanar, and, since 
they do not meet, must be parallel. 

Case (2). Suppose P is a tangent to all light 
cones with vertex in P (this is the exceptional case). 
The argument of Case (1) breaks down because 
P has the property that it contains only one family 
of light rays, namely all the lines parallel to al 

and a2. The planes through al with this property 
span a 3-dimensional subspace A 1, say, of M (the 
tangent prime to the light cones through a l ). 

Similarly the planes through a2 with the property 
span A 2. Choose a3 parallel to al and a2, and not 
in Al IJ A 2. Then by Case (1), al and a2 are both 
parallel to a3 , and hence parallel to each other. 
The proof of Lemma 3 is complete. 

Remark. So far, everything we have done applies 
to the 2-dimensional example above. As yet we 
have not proved that f maps each light ray linearly, 
nor have we proved that f maps straight lines other 
than light rays into straight lines. We prove this 
in the next lemma, using the fact that the dimension 
of space is greater than 1. 

Lemma 4. A causal automorphism maps each light 
ray linearly. 

Proof: Suppose a, a l are parallel light rays, as 
in Case (1) of Lemma 3. The family {b} of parallel 
light rays meeting a and a l determine a linear 
map gl : a ~ ai, and if f is a causal automorphism 
the image family {fb } determine a linear map 
el : fa ~ fal such that the diagram 

is commutative. If a2 is also parallel to ai, we can 
define similar maps g2, e2 for the pair ai, a2, and 
maps ga, ea for the pair a2, a, provided neither 
of the pairs is exceptional as in Case (2) of Lemma 3. 
Composing the three diagrams gives a commutative 
diagram 

f 
a~fa 

1 g f le 
a~fa 

where g = g3g2g1 is a translation of a, and e = e3e2el 
is a translation of fa (g, e are translations because 
they are compositions of parallel displacements). 

If Minkowski space were 2-dimensional, then any 
such translations would have to be the identity. 
But in higher dimensions-and this is where the 
difference is essential-we claim that any given 
translation g of a can be obtained in this manner. 
It suffices to construct an arbitrary translation on 
one particular light ray, for then the result will 
be true for all light rays since G is transitive on the 
set of all light rays. 

Let X= (0,0,0,0), y= (0, -t, 0, t), z= (0,0,0, 2t) 
and x* = (0, 0, t, t). Let a, ai, a2 be the light rays 
through x, y, z, respectively, parallel to the direction 
[0,0, 1, 1]. 
Then 

x~y~z~x*. 
C11 till tis 

Therefore gx = x*, and the given translation g 
can be obtained by suitable choice of the parameter t. 

Let r, s be coordinates chosen on a, fa such that 
f(O) = O. Suppose that when g is the translation 
r ~ r + t, then e (which is uniquely determined by g) 
is the translation s ~ s + u, where u = u(t). Then 

fer + t) = fg(r) = ef(r) = fer) + u(t), 

for all r, t. Putting r = 0, we have 

f(t) = u(t), 

and so 

fer + t) = fer) + f(t). 
Therefore by induction f(nt) = nf(t), for positive 
and negative integers n. If m is also an integer, 
then nf[(m/n)t] = f(mt) = mf(t), and So 

fCrt) = rf( t) 

for r rational. But the last equation is also true 
for r real, because f preserves <', and so is order-
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preserving on each light ray. Hence f is linear on 
the light ray, and Lemma 4 is proved. 

Lemma 5. A causal automorphism maps parallel 
equal intervals on light rays to parallel equal intervals. 

Proof: Parallel light rays must be mapped with 
the same linear expansion because the family of 
parallel light rays meeting them both also remains 
parallel. (In the exceptional case use a third ray, 
as in the proof of Lemma 3.) Therefore equal 
intervals are mapped with the same linear expansion 
onto equal intervals. 

Proof of the Theorem: We are given a causal 
automorphism f : M ~ M. We can assume the 
f keeps the origin fixed, by first composing f with a 
translation if necessary. Choose four linearly in
dependent vectors Vl, V2, V3, V4 directed along four 
light rays through the origin: these form a base 
for the vector-space structure of M, and so an 
arbitrary vector x E M can be written 

x = L XiVi, Xi scalar. 

Let g : M ~ M be the linear map given by 

gx = Xi(fVi)' 

We shall show that f is linear by proving that f = g. 
For each i, 1 ::; i ::; 4, let M i denote the i-dimen
sional vector subspace spanned by Vi' 1 ::; j ::; i. 
We shall show that f = g on M, by induction on i. 

The induction starts with i = 1 by Lemma 4, and 
finishes with i = 4. Assume the induction for i-I. 
Given x EM" write x = y + X,V" where y E M ,-1' 

Then the interval from y to x is parallel and equal 
in length to the vector XiV,. By Lemma 5 the interval 
from fy to fx is parallel and equal in length to 
f(XiV,). Therefore 

fx = fy + f(XiV,) 

= gy + g(X,Vi), by.induction and by Lemma 4, 

= gx, because g is linear. 

This completes the inductive step, and the proof 
that f is linear. 

Since f preserves <', the light cone, Q(x) = 0, 
through the origin is kept fixed. Therefore, multiply
ing f by a scalar if necessary, we deduce that f 
leaves Q invariant. In other words, in modulo 
multiplication by a translation and a dilatation, 
f is a time-orientation-preserving element of the 
Lorentz group. Therefore f E G, and the proof 
of the theorem is complete. 
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The generators of the group or group algebra are used in an analog of the Lie-Cartan method 
which can be applied to finite or infinite groups. This gives a mean for reduction of an arbitrar; 
gr?UP r~presentation, using only the matrix representatives of the generators. It is a set of algorithms 
u~mg pIvotal condensation and can easily be coded as a digital computer program. Connections with 
Lle-Cartan t~eory are sugges~ed, the reduction of the symmetric group discussed, and methods 
for the reductIOn of representatIOns of the n X n unitary, orthogonal, and proper orthogonal groups 
suggested. 

I. INTRODUCTION 

THE process derived is the formalization of a 
procedure which was deduced semi-intuitively 

from an analysis of the place of group theory in 
quantum mechanics. 

The method used for proof is the most pedestrian 
of a number of alternative techniques which all 
seem likely to work. It has been chosen because it 
defines the numerical procedure without requiring 
the user to have a very sophisticated understanding 
of group representation theory and group algebras. 
None of the more concise alternatives does this 
nearly so well, and although the proof given is more 
tedious than it needs to be because it is nonspecial
ized, this nonspecialization makes it easier to 
program for a computer or to write as input for a 
"Brooker-Irons" type of compiler1

•
2 such as 

COGENT3 which is being written for use at Argonne. 
Since the proof and method in the form given do not 
suggest the way that they were first obtained, it is 
worthwhile to outline some of the considerations 
which led to the discovery. 

Because the quantum mechanical states which 
span an irreducible representation of the symmetry 
group for the Hamiltonian have the same energy, 
one way to reduce a representation would· be to 
construct a Hamiltonian known to have no acci
dental degeneracy and transform its matrix rep
resentative to diagonal form. 

.. ~ased on work performed under the auspices of the U. S. 
AtomIC Energy Commission. 

• I.~. T. IrOI~s, Working Paper No. 47, Commun. Research 
DIVISIOn. InstItute for Defense Ana:Iyses, Princeton, New 
Jersey; also Commun. Assoc. Computmg Mach. 4, 51 (1961). 

2 R. A. Brooker and D. Morris, Computer J. 3,168 (1960); 
3, 220 (1961); J. Assoc. Computing Mach. 9, 1 (1962). 

a J. Reynolds, Appl. Math. Div., Argonne National Labo
ratory, Argonne, Illinois (private communication). 

The difficulty in this suggestion is the need to 
guarantee no accidental degeneracy. This can only be 
done in particular cases and is difficult to generalize. 
The solution is to consider not a particular Hamil
tonian, but the set of all operators which commute 
with every group element. The set of all possible 
Hamiltonians is a subset of these and if all possible 
Hamiltonians are degenerate then accidental degen
eracy is not an appropriate term. Since if two 
operators A and B commute with every group 
element, so do AB and BA; the set of all operators 
which commute with the group is an algebra.4 It is 
called the commutator algebra of the group. ' Lemma 
2 establishes that the reduction of a representation 
of the commutator algebra into its irreducible 
components also reduces the group representation. 

If it were necessary to construct the matrix 
representative of every group element and check 
that it commuted with a matrix A to prove that 
A represented some element of the commutator 
algebra, then this approach would be no better 
than the usual one using the operators e,i = 
(na/g) Eu Uj~(P-l)P, since it would implicitly 
require representatives of every group element. This 
necessity in the usual method is one reason for 
its lack of popUlarity in applications of the Pauli 
Principle to SCF calculations for example. 

But it is almost obvious that it is necessary and 
sufficient that A commute with the group generators6 

for it to commute with the group, and Lemma 1 
, Readers who would like further information on algebras 

are referred to a concise treatment in H. Weyl Group Theory 
and Quantum Mechanics (Methuen and C~mpany Ltd. 
London, 1931; Dover Publications, Inc., New York) pp: 
165-170 and 302-309. ' 

~ vy. Lederman, Introduction to the Theory of Finite Groups 
(Oliver and Boyd, London, England, 1953; Interscience Pub
hshers, Inc., New York. 1953), Sec. 14, Eq. (2.37). 

494 
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provides a formal proof of this. It is very easy to 
construct the commutator algebra a of the cyclic 
group generated by a single element P. All that is 
necessary is for a not to mix eigenvectors of P 
belonging to different eigenvalues. With P in 
diagonal form, Lemma 2 proves this. The result 
implies that S, the space to be reduced, can be 
reduced into irreducible invariant subspaces S).. 
labelled by the eigenvalues X of P, and that these 
afford irreducible representations of a through sub
matrices Ax of matrices A, which leave the spaces 
Sx invariant. Suppose now that another group 
element Q is introduced, by being given as a 
matrix in the basis with P diagonal. If the order6 

of the matrix of Q is known, its eigenvalues are 
also known, and a matrix H can be found by pivotal 
condensation7

•
8 which makesH-1QH diagonal. This 

allows S to be reduced into S = L" S" with respect 
to (wrt) the commutator algebra ill of Q also, and 
H gives a (not necessarily unique) relation between 
the two bases-one which reduces a, and the other 
which reduces ill. The elements common to a and 
ill form a subalgebra e which leaves both S" and 
Sx invariant. Lemma 3, which is a generalization 
of Schur's Lemma, indicates how H might be used 
to reduce the S" and Sx wrt e; Lemma 4 specifies 
the process of reduction, first in a theoretical way, 
and then by a detailed algorithm for the process. 
Having reduced the commutator algebra of P and 
Q, the next step is to add R, a third element to 
the group, repeat the analysis, and continue doing 
this until all the group generators have been included. 

The process works because of a number of inter
related facts, but the following remarks underlie 
all of them. 

Reduction of a previously irreducible space when 
a group or algebra is restricted by deletion of some 
of its elements is a procedure that is fairly easy to 
analyze, because spaces that were irreducible remain 
invariant and afford (implicitly) reducible rep
resentations of the new group. 

Adding a new group element does not leave 
invariant spaces invariant, and therefore the analysis 
of the new representation has to be started by 
finding the way that the old irreducible subspaces 
of the group are coupled by the new element. 

e See Ref. 5, Sec. 8, Definition 5; the possible latent roots 
are powers of the hth roots of unity. 

7 A. C. Aitken, Determinants and Matrices, (Oliver and 
Boyd, London, England; Interscience Publishers, Inc., New 
York, 1951), Sec. 29. 

8 H. W. Turnbull and A. C. Aitken, An Introduction to 
the Theory of Canonical Matrices, (Blackie & Son, London, 
1932; Dover Publications, Inc., New York), Chap. III; 
Chap. V, Sec. 4, p. 49, Theorem II; Chap. VI. 

The natural way to look for these is to remark 
that vectors which are not coupled by the group 
are coupled by its commutator algebra, and inclusion 
of another group element deletes elements of the 
commutator algebra. This fact is used implicitly 
in a method for reduction of the symmetric groupV-ll 
whose origins are about thirty years old, 12.13 and 
also in Weyl's work4

•
14 on group structure. 

There is one other aspect of the problem which 
shows the importance of Lemma 3. T~e use of 
projection operators depends on the orthogonality 
relations which in turn depend on Schur's Lemma. 
When two representations are equivalent, there 
exists a nonsingular matrix H such that HU(S)H-1 = 

U'(S), where U and U' are equivalent representa
tions of S. This implies HU(S) = U'(S)H, and 
taking Kronecker products, [U'(S-I)] X [HU(S)] = 
[U'(S-I)] X [U(S)H]. Summing over the group and 
using the orthogonality relations gives a set of 
simultaneous linear equations for the elements of H. 
This is the reality behind the projection-operator 
formalism, and it shows that Schur's Lemma must 
be used in the reduction of an arbitrary representa
tion, and is why use of Lemma 3, which is another 
way of expressing the above result, is a vital part 
of the reduction. 

The essence of this work is to recognize the above 
implications, and prove six lemmas which are 
suggested by them. All six are straightforward 
except for Lemma 5, and the last two thirds of 
Lemma 3. Readers who are not familiar with 
numerical methods for matrix analysis are advised 
to omit these portions of the paper on a first reading 
since the rest is independent of them, except insofar 
as they define the numerical method and prove the 
validity of results which the reader may be ready 
to take for granted until he comprehends the main 
line of argument. 

After this preamble it is appropriate to state 
and prove the Lemmas. 

II. FORMAL PROOF 

Lemma 1 

If PI' P 2, ••• PI are the matrix representatives 
of the f generators of a group G in a space S, then 

• J. R. Gabriel, Proc. Camb. Phil. Soc. 57, 330 (1961). 
10 E. M. Corson, Perturbation Methods in Quantum Me

chanics (Blackie & Son, Ltd., London, 1951). 
11 T. Yamanouchi, Proc. Phys. Math. Soc. Japan 17, 274 

(1935). 
12 R. Serber, Phys. Rev. 45, 461 (1934). 
13 J. H. Van Vleck, Phys. Rev. 45, 405 (1934). 
14 H. Weyl, The Classical GrOUp8 (Princeton, University 

Press, Princeton, New Jersey, 1939; Oxford University Press, 
Oxford, England, 1946). 
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a matrix A commutes with every matrix representing 
an element of G in S if and only if it commutes 
with each of the f matrices PI' P 2, ••• P ,. 

Proof: The condition is necessary since the Pi, 
i = 1 ... f are group elements. 

ItissufficientbecauseifAP = PA,P-IA = AP-I 

and A commutes with p-I. Therefore A commutes 
with every product of P's and their reciprocals, and 
the products are the elements of G. 

If 'Y is the group algebra of G, the condition is 
also necessary and sufficient for A to commute with 
every element of 'Y, since an element of 'Y is a poly
nomial in elements of G. 

If the Pi are generators of 'Y, but not of G, A 
still commutes with every element of'Y since elements 
of 'Yare quotients of polynomials in the P; by 
nonsingular polynomials in the Pi' 

Corollary. If aI, a2, ••• a, are the commutator 
algebras of PI' P 2, ••• P" the commutator algebra 
of 'Y contains just those elements common to 
aI, a2, ... a,. 

Lemma 2 

Let a be the set of all matrices A which commute 
with all the matrix representatives of a group G 
in a space S. Suppose S is divided into subspaces 
S(p, r), r fixed, p = 1, 2 ... Pmax(r) which afford 
the same representation of a i.e., each of the sub
matrices A(p, r), p = 1, 2, ... Pmax(r) which rep
resent a in S(p, r) are the same. Spaces with dif
ferent r values afford inequivalent representations. 

Then if the matrices Pi of G are partitioned 
according to the spaces S(p, r), the sub matrix 
Pi (pr, qs) = 0 if r ;= s, and is a multiple of the 
unit submatrix A".(r, P i )1 if r = s. 

Proof: Since all the nonzero submatrices of A 
lie on the diagonal, APi = PiA implies 

A(p, r)Pi(P, r; q, s) = Pi(P, r; q, s)A(q, s), 

and Schur's Lemma shows 

Pi(P, r; q, s) = 0 if r;= s 

= A".1 if r = s, 

since A(p, r) is irreducible. 
Corollary. Suppose the base vectors of S(p, r) 

are called x(p, r, m) where two vectors with the 
same m and r but different p values belong to the 
same row of the matrix A(r) which represents a in 
each of the spaces S(p, r) = p = 1, 2, ... Pmax(r). 

The lemma shows that the vectors x(p, r, m), r, m 
fixed p = 1 ... Pmax(r) span a space E (m, r) 
which affords a representation I'r of G. If d(r) is 
the dimension of S(p, r), E (m, r) occurs d(r) times. 

Because a includes all the matrices which commute 
with the representation of G, and no matrix of a 
couples S(p, r) to S(p' r), the' spaces E (m, r) 
each afford an irreducible representation of G, 
since if some A"".(r, Pi) were zero for all i, then 
matrices A would exist coupling S(p, r) and S(p'r). 

(This last result has to be worded a little differently 
if S is not fully reducible, but the modification 
is obvious.) 

Notation. Lemma 2 can be put most concisely as 
follows. Define e(p, r; q, s) as having ones down 
the diagonal of the (p, r; q, s) submatrix and zeros 
elsewhere; then e(p, r; q, s) e(q, s; t, u) = e(p, r; t, u). 
Define e(p, r) = e(p, r; p, r); e has eigenvalues 0 
or 1 since e2 (p, r) = e(p, r), and those eigenvectors 
belonging to the eigenvalue 1 span S(p, r). Since 
the S(p, r) span S, E",r e(p, r) = 1, the unit matrix, 
and if Pi is an element of the group e(p, r)Pie(q, s) = 

O.,A".(Pi, r)e(p, r; q, s). The e(p, r) define the 
reduction of S and A belongs to the commutator 
algebra of the group if e(p, r)Ae(qs) = o".o.,A(pr). 
These e's are called primitive idempotents in the 
reduction of S.4 

Lemma 3 

If a and CB are two sets of matrices and a matrix 
H exists such that aH = HCB, i.e., given an element 
A of a, an element B of CB can always be found 
such that AH = HB and vice versa. Then: 

1. If H is neither zero, nor square and nonsingular, 
a and CB are reducible but not necessarily fully 
reducible. 

2. An explicit algorithm exists for reduction of 
a and CB by pivotal condensation of H. 

3. If A and B are fully reducible, then A is 
reduced into two submatrices A11 and A 22, and B 
into B11 and B 22 • If H is of rank r, A11 and B11 
are equivalent and both r X r. 

4. The congruence transformations derived from 
pivotal condensation of H, to reduce A and B 
through Au = UAU- I and Bx = XBX- 1 also 
reduce the basis space. 

Proof: If H is as described and of rank r, rearrange 
the base vectors for a and CB to put a nonsingular 
r X r submatrix in the leading position of H. 

Partition H accordingly, 

H11 is square and nonsingular. Suppose H has n 
rows and m columns; because it is of rank r, only 
r columns are linearly independent. Since the basis 
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has been rearranged to put a nonsingular r X r 
submatrix in the leading position, the first r columns 
are linearly independent, and each of the last m - r 
is a linear combination of the first r. Consider 
the post multiplication 

IHll H2IJ[~ FJ = IHll H21 + HllFJ. 
LH'2 H22 1 LH'2 H22 + HI2 

This adds a possibly different linear combination 
(determined by F) of the first r columns to each 
of the last m - r. Choosing F = -H~!H21' which 
can be done since Hu is nonsingular, makes H21 + 
HuF = O. It also makes H22 + HI2F = 0 because 
adding a linear combination of the first r columns 
to one of the last m - r which annihilates the top r 
elements must also annihilate the rest, because all 
the elements of this column can be annihilated by 
adding the correct linear combination of the first r, 
and since the rows of H u are linearly independent, 
no other F matrix except F = -H~!H2l would 
annihilate the top r elements of this column. 

The change of basis induced in the carrier space 
of B by the reciprocal of this matrix does not reduce 
the space because the two subspaces which result 
overlap; i.e., an arbitrary vector of the carrier 
space does not uniquely determine two vectors, 
one in each space whose sum is the arbitrary vector. IS 

This can be seen from the example on the cubic 
group which is given after Lemma 4, where the 
change of basis in the + 1 eigenspace of C4z from 
[i, (X2+y2)j V2l to [(X2+y2+Z2)j V2, (X2+y2)j V2l 
patently does not give the right spherical harmonics, 
although it condenses the necessary column of H. 

The proper transformation is to [(X2+y2+i)j V2, 
(X2 + y2 - 2Z2)j V2l or, with subsequent normaliza
tion, to [(X2 + y' + i)j V3, (x' + y2 - 2i)j V6l. 

The generalization of this is to use 

X = [1 F], 
_Ft 1 

where Ft is the Hermitian conjugate of F, for post 
multiplication. 

The post-multiplied H is 

HX = [Hu - H2IF: oOJ. 
HI2 - H22F 

Since H21 + HuF = 0, and H22 + HI2F = 0, 

HX = ,Hu(l + F~t) OJ. 
LH12(1 + F F) ° 

16 See Ref. 4, p. 3, line 33, et seq.; or Ref. 14, p. 9, line 27, 
et seq.; also Ref. 14, 2nd ed., p. 295, Theorem 1O.4A. 

FFt is square, nonnegative-definite,8 and therefore 
(1 + FFt) is square, nonsingular, positive-definite. 
Similarly, (1 + FtF) is square nonsingular, positive
definite. 

Therefore (1 + FFt)i and (1 + FtF)i, and their 
reciprocals exist and are real if F is real. 
Defining Y by 

Y = X[(1 + FFtri ° ] 
o (1 + FtFrl ' 

partitioned matrix multiplication shows that yty = 

1, i.e., that y is unitary. 
Since this result is to be used for numerical 

computation, the algorithm for calculating Y from 
F which is read from the original H should be 
outlined. The only difficulty is in the calculation 
of (1 + FFt)t. It is not necessary to reduce FFt to 
classical c~nonical form to do this, since all the 
post multiplication of X to give Y does is to perform 
a Schmidt'6 orthogonalization on the m columns 
of X without mixing the first r with the last m - r. 
The matrix Y is the X-I of statement 4 of this 
lemma. Exactly similar arguments lead to the 
matrix U and a transformed H consisting of a 
nonsingular r X r matrix Hi, in the leading position 
and zeros elsewhere. 

The matrix Hi, must be nonsingular because U 
and X are nonsingular and so the rank of U H X-I 
is r (by the Binet-Cauchy theorem).'7 Thus 

UHX- ' = [~i' ~l 
Partitioning Au = UA U- I and B", = XBX- ' 
conformably to this, 

Au = I All A'2] 
LA21 A •• 

AH = H B requires 

AllHil = HilBll , 

A2IHi, = 0, 
o = Hi,B 12 , 

and, since Hi, is nonsingular, A2l 
and Bll = H~! All Hu. 

Lemma 4 

0, B12 0, 

If a is the commutator algebra of a matrix P 
which operates in a space S, and ill is the commutator 

18 E. Bodewig, Matrix Calculus (North-Holland Publish
ing Company, Amsterdam, 1956), pp. 22-26. See also Ref. 8, 
Chap. VII, Sec. 10, p. 95; and Ref. 14, 2nd ed .. p. 295, Theo
rem 10.4A. 

17 See Ref. 7, Chap. V. Sees. 39-41. 
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algebra of Q which also operates in S, then the 
representation of e, the commutator algebra of P 
and Q, can be reduced if a matrix H, which maps 
the irreducible subspaces S a of S wrt a onto the 
irreducible subspaces Sp of S wrt CB, is known. 

Proof: Suppose that C commutes with P and Qj 
then it also commutes with every matrix X of the 
pencil x = (P + xQ)/(l + x). Lemma 2 shows 
that degenerate eigenvectors of X which do not 
depend on x must span invariant subspaces wrt C. 

The space S can be divided into subspaces Sx!' 
each of which is spanned by simultaneous eigen
vectors of X belonging to the eigenvalues A of P 
and p. of Q, and a remainder Sex) which is spanned 
by eigenvectors of P or eigenvectors of Q, but every 
eigenvector of X in Sex) depends onx. 

No two eigenvectors of X in Sex) belong to the 
same eigenvalue of X for all x, for if so they span 
an invariant subspace of Sex) in which X is rep
resented by a multiple of the unit matrix for all x 
and the special values x = 0 and x = (Xl show 
that they are simultaneous eigenvectors of P and Q. 

Because of this C(x), the representative of C in 
Sex) is a diagonal matrix. 

The only other question is: Is C(x) an arbitrary 
diagonal matrix, or do P and Q force degeneracies? 

The special case where Q is a diagonal matrix D2 
and P = HD1H-1 where Dl is another diagonal 
matrix, may be used to discuss this. The space 
LA!' SAl' is an invariant space wrt Hand H- 1 

because it is a simultaneous eigenspace, and, because 
both Hand H- 1 leave Lx!' Sx!' invariant, H leaves 
Sex) invariant. Since Sex) is invariant wrt H, 
there is a submatrix H(x) representing H in Sex). 
Because H(x) only mixes base vectors of Sex) with 
other base vectors of Sex), C'(X) = H- 1C(x)H is 
also diagonal for the same reasons as C(x) is. Since 
C'(X) and C(x) are equivalent, they have the same 
eigenvalues, i.e., the diagonal elements of C'(X) 'are 
a rearrangement of those of C(x). 

This means that the rows and columns of H(x), 
and the base vectors of Sex) and H(x)S(x) can be 
rearranged so that C(x) and C'(X) appear with 
mUltiples of the unit sub matrix down their diag
onals, and if H is conformably partitioned, there 
is just one nonzero submatrix in each row of sub
matrices, which is also nonsingular, and similarly 
for the columns. 

LemmaS 

Given two algebras and a space which affords 
representations of both of them: 

If a matrix is known which transforms a basis 

that displays one algebra in terms of its irreducible 
representations into .an analogous basis for the 
other, then an explicit algorithm exists for reduction 
of the subalgebra of elements common to both 
algebras. 

Proof: a and CB are two algebras having a common 
subalgebra e containing all the elements common 
to a and CB. When it is necessary to distinguish 
between e regarded as a subalgebra of a, and e as 
a subalgebra of CB, the names eA and eB will be used. 

a and CB are represented in a vector space S by 
sets of matrices A and B. S can be reduced into 
irreducible subspaces S" of dimension n" spanned 
by base vectors x". wrt a. Analogous definitions 
of subspaces Sp, dimensions np, and base vectors 
Xp/ are made wrt CB. When it is necessary to distin
guish between S reduced wrt a according to S = 
L" S" and the analogous reduction wrt CB, the 
names SA and S B will be used. 

Let SB be mapped on SA by a nonsingular matrix 
H, i.e., the xa • and the Xpj are connected by 

The submatrix H" •. fJlji = 1 ... n",j = 1 ... nfJ 
is called Hap. The reciprocal matrix of H maps SB 
onto SA.' The appropriate submatrices are called 
HIi~. These should not be confused with the recip
rocals of the HaP, when these are square and non
singular which are called (HaP) -1. Call the matrices 
of a which belong to e, Ac. Define Bc analogously. 
Then Bc = H- I A cH. The spaces Sa are invariant 
but not necessarily irreducible wrt e. Call the part 
of Ac in Sa Aca. Define Bcp analogously. Then 

Either H "p is square and nonsingular, zero, or 
Lemma 3 applies, and both S" and Sp are reducible. 
In many cases it is known that reducibility implies 
complete reducibility. When this is true, the process 
of Lemma 3 reduces S" into two invariant sub
spaces according to Sa = S", + S"", and Sp 
similarly according to Sp = S{J' + SP'" 

In the not fully reducible case the invariance 
of S"" and SfJ" must be tested by examining HIi~. 
If S" is found to be reducible but not completely 
reducible, all of the argument following this point 
can be repeated except that Hand H-1 must be 
considered together, and reducible but not fully 
reducible spaces marked especially. This will not be 
done here since it will cause unnecessary confusion, 
and the reader who needs this case (usually in 
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connection with the Lorentz group) should be able 
to construct the necessary argument himself. 

To recapitulate, pivotal condensation of the sub
matrix H a~, in the fully reducible case leads to the 
construction of two matrices U a and X~, according 
to Lemma 3. The reduction of S a by U a into 
Sa' + Sa'" and S~ by X~ into Sw + S~" ,Sa' 
and S~, afford equivalent representations of e in 
SA and SB. 

lf all the sub matrices in the a block of rows 
of Hare premultiplied by U a, and the fJ columns 
are similarly post-multiplied by X;\ the reduction 
of Sa and S~ is included in the new H matrix. 
The other nonzero submatrices in the new a rows 
and fJ columns can then be divided further to show 
the coupling of Sa' and Sa" to other spaces in 
SB, and S~, and S~" to other spaces in SA' If any 
of the corresponding submatrices are nonzero and 
not square and nonsingular, the subspaces can be 
reduced further until all the submatrices in the old 
a block of rows and fJ block of columns are either 
zero or nonsingular, and the subspaces descended 
from Sa in SA and S{J in SB cannot be further 
reduced by condensation of the a rows or fJ columns 
of H. Subspaces of Sa and S{J coupled by nonsingular 
submatrices afford equivalent representations of e 
in SA and SB' 

When this has been done, the subspaces Sa of 
SA and S~ of SB can be relabeled by their parent a or 
fJ and another name corresponding to the " ", etc. 

The transformed matrix H which takes account 
of the above reduction has nonsingular or zero 
submatrices in the block of rows whose parent is 
Sa, and similarly for S{J. Consider the rows of the 
new H which belong to a single subspace whose 
parent is Sa, and call it SUo 

Using the notation of Lemma 4, there is no 
guarantee that the basis vectors have been arranged 
to put the matrices C(x) and C'(x) in the same form, 
or that the SA~ have been separated at this stage; 
there may be more than one nonzero, nonsingular 
matrix in the u block of rows; one of them may 
occur at the intersection with a column T whose 
parent is not S~, and which may therefore contain 
a nonzero singular or rectangular submatrix HAT' 
SA which belongs to SA, and ST which belongs to SB 
may both be reduced by condensation of HAT' The 
nonsingular, square submatrix HUT forces a cor
responding reduction of Su in SA since Su in SA 
and ST in SB afford equivalent representations of e. 
Moreover the space SA" which is coupled to ST' by 
the nonzero submatrix HA'T' of the condensed HAT, 
is equivalent to the Su' whose separation from 

Su" is forced by the nonsingular submatrix HUT 
once ST and SA are reduced. 

This procedure can be continued until SA and 
SB have been reduced into invariant subspaces 
wrt e, and the corresponding sub matrices of H 
are aU either zero or square and nonsingular. 

Lemma 4 shows that where more than one non
zero submatrix is found in a set of rows, the sub
spaces S{J can be rearranged so as to put an these 
together, and a similar rearrangement of the Sa's 
can be done, so that the submatrices are assembled 
into one larger submatrix, and that when this has 
been done as far as possible each larger submatrix 
is square, nonsingular, and defines an invariant 
subspace wrt e. This procedure is applied to the 
first two generators P 1 and P 2 and leads to the 
reduction of the space wrt the commutator algebra 
of the pencil P 1 + xP 2. When this has been done 
the eigenvectors of P 3 must be found, and also the 
new matrix H relating the commutator algebra of an 
arbitrary member of the pencil (which is analogous 
to P in Lemma 4) to the commutator algebra 
of P3 which is analogous to Q. The process of Lemma 
4 is repeated to give the reduction of the commutator 
algebra of P 1) P 2 and P 3. 

This can be repeated and will always derive the 
commutator algebra of the pencil X K = L~=l x,P, 
from the eigenvectors of PK and the commutator 
algebra of X K - 1• 

This proves the theorem. 

Example for Lemmas 4 and 5 

At this stage an example will explain the process 
of Lemma's 4 and 5 better than many words. The 
symmetrized Kronecker square of the cubic group 
in 3-space wiU be reduced. The base vectors for 
the reducible representation are x2, y2, Z2, xv, yz, ZX. 
The two fourfold rotations one about OZ, and the 
other about OY, are generators for the cubic group 
and the classification according to eigenvalues of 
C4U is displayed above the upper matrix in Table I, 
while the eigenvalues and eigenvectors of C4z are 
shown along the left-hand edge. The matrix is H, 
and is partitioned into the 2 X 2 matrices H +. +, 

H+._, H_.+, and H __ ; the 2 X 1 matrices H+.- i , 

H_. i , H_._ i ; the 1 X 2 matricesH +i.+i, H +'-i, H_ i .+ i 

and H_ i .+ i • 

The only submatrices which are not already 
condensed as far as possible, are H +_ and H_+ 
which are both of rank one. According to Lemma 3, 

U+ = [ 1 _ V2J 
-V2 1 



                                                                                                                                    

500 JOHN GABRIEL 

TABLE I. Reduction of the symmetrized Kronecker square of the cubic group. 

A. 

+1 Z2 

+1 (x2 + y2)/VZ 

-1 xy 

-1 (x2 - y2)/VZ 

+i z(x + iy)/V2 

-i z(x - iy)/vZ 

B. 

x2 + y2 + Z2 
+1 v3 

x, + y2 - 2Z2 
+1' v6 

-1 xy 

-1' (X2 - y2)/VZ 

+i z(x + iy)/vZ 

-~ z(x - iy)/vZ 

c. 

vZ 

xy 

(x + iy) 
z~ 

(x - iy) 
z--

vZ 

+1 +1 

y2 (x2 + z2)/V2 

0 l/vZ 

1/V2 1/2 

0 0 

-1/V2 1/2 

0 0 

0 0 

+1 +1' 

x2 + y2 + Z2 x2 - 2y2 + z' 

v'3 V6 

0 0 

0 B 
0 0 

0 I V3721 

0 0 

0 0 

+1 +1' 

x2 + y' + Z2 x2 - 2y2 + Z2 

v 3 V6 

0 0 

0 -1/2 

0 v'3/2 

0 0 

0 0 

0 0 

-1 -1 +i -i 

(x2 - z2)/V2 
(x + iz) (x - iz) 

xz 
y vZ y~ 

0 -1/V2 0 0 

0 1/2 0 0 

0 0 1/V2 
1

1/ vZ 
I 

0 1/2 0 0 

1
1/ vZ 

I 
0 

I 1/2 
I B 

I vZ1/ I 
0 I -1/2 1 13 

-1 -1' +i -i 

(x2 - Z2) y(x + iz) y(x - iz) 
xz 

vZ V2 vZ 

0 0 0 0 

0 I V3721 0 0 

0 0 11/V2 I 11/V2 I 
0 0 0 0 

11/V2 1 0 0 B 
11/V2 I 0 B 0 
-1 -1 +i -i 

x2 - Z2 y(x + iz) y(x - iz) 

v Z 
xz 

vZ v2 

0 0 0 0 

vZ/2 0 0 0 

1/2 0 0 0 

0 0 l/v2 1/v2 

0 1/V2 1/2 -1/2 

0 l/v2 -1/2 1/2 
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will do what is necessary in S(z+), the eigenvector 
space of C40 belonging to + 1. However it is con
venient to normalize the rows and columns to unity 
to give 

u+ = [ v1 Vi]. -Vi v1 
An analogous transformation of S(y, +) performed 
simultaneously sets up the eigenvectors shown in 
the first H partitioning (see proof of Lemma 3), 
lower matrix, and the corresponding transformations 
of H give the matrix illustrated. 

The condensation subdivides S(z+) into two 
subspaces, S(z-) is already divided before the 
calculation started. The vectors of S(z+) are 
numbered 1 to 6; 1 is not coupled to any other 
vector. Two and four are coupled by nonsingular 
submatrices in column 2 or column 4, i.e., they 
afford two equivalent representations of e or span 
an irreducible representation of the cubic group. 
Spaces 2, 5, and 6 span another irreducible rep
resentation. The final rearrangement B is shown 
in Table I, Part C. 

One more lemma remains to be proved. It is 
concerned with the relation between generators in 
the same class. 

If the generators P and Q are in the same class , 
then a group element R can be chosen such that 
Q = R-IPR; then obviously P and R or Q and 
R are at least as good a pair of generators as P 
and Q, and may be better because R may generate 
group elements which P or Q do not. 

Lemma 6 

If P, Q, and R are as described above, and P and 
Q commute, then R does not further reduce any 
simultaneous eigenspaces of P and Q, but it does 
couple each simultaneous eigenspace of P and Q 
belonging to the pair of eigenvalues (A, p.) to a 
corresponding eigenspace belonging to (p., A) by a 
square, nonsingular submatrix. All other submatrices 
of R in the same block of rows or columns are zero. 

Proof: If A commutes with P and R then 
AR-IpR = R-IPRA, and A commutes with Q also. 

Q = A -IQA = A -IR-IpRA 

= A -IR-I A A -lpRA A -IRA 

= (A -IRA)-lp(A -IRA). 

This does not imply A -IRA = R, as is shown by 
Turnbull and Aitken 18 where the solution of Q = 

18 See Ref. 8, Chap. X, problems I, II, and III. 

X-IpX is discussed. However, R maps eigenvectors 
of P onto eigenvectors of Q belonging to the same 
eigenvalue, for: let Xx be an eigenvector of P belong
ing to the eigenvalue A. Then QRx). = RPx). = ARx).. 

It follows that if the Sa are eigenspaces of P, 
and the S~ are eigenspaces of Q, the submatrices 
H a~ are submatrices of R, and they are either zero 
or nonsingular according as Aa >= Ap or Aa = )..p. 

. Because P and Q commute as well as being non
smgular, an argument similar to that of Lemma 4 
shows that a value of x can be found which makes the 
eigenvalues (A+P.X)/(1+x) of X = (P+xQ)/(1+x) 
distinct for all distinct pairs ().., p.). This separates 
the S).~ as far as possible, and all that R does is to 
force equivalent representations of a in S).~ and S~).. 

In this case, P and Q do not generate all the group 
elements which would be generated by P and R 
but they are sufficient to reduce the commutato~ 
algebra of P, Q, and R. 

III. APPLICATIONS 

SO far it has been shown how to reduce a group 
representation if the group generators are known. 
The practical application of the method thus depends 
on knowledge of the group generators and a wise 
choice from the several alternative ;ets each of 
,:hic~ ge~erat~s a given group, can m~ke great 
SImplificatIOns m the calculations. 

In the case of infinite groups such as GL(n) , 
Su(n) , O(n), and 0 + (n), it is sufficient to reduce 
the smallest subgroup whose linear closure spans 
the .group algebra, e.g., in the case of 0 + (3), the 
CUbIC group generated by C4 (x) and C4 (y) is as
equate, and for 0 + (n), the generalization of this 
to the group generated by the n - 1 fourfold plane 
:otations C4 (i) i = 1,2, ... n - 1 defined by: C4 (i) 
IS Xi ~ Xi+I, X i + 1 ~ -Xi all other Xj ~ Xj. 

Alternatively, the Lie generators may be used. 
Some of these may be redundant by Lemma 6, 
since 1.12 - 1211 is the infinitesimal analog of 
p~IP2PI' 

With this much preamble some examples can be 
outlined. 

The Permutation or Symmetric Group 

A set of generators are the disjoint interchanges 
(12), (23), (34), ... (n - 1, n), (n, 1).9 These 
form two sets, each set commuting among them
selves: 0'1 containing (12), (34), etc. and 0'2 (23), 
(45), etc. Since the eigenvalues of an interchange 
are ±1, the elements of the algebra, 
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8 1 = (12) + 2(34) + 4(56) + 
8 2 = (23) + 2(45) + 4(67) + 

have eigenvectors which are simultaneous eigen
vectors of 0"1 and 0"2, respectively. They correspond 
to the P and Q of Lemma 6. The cyclic permutation 
(1, 2, 3 ... n) corresponds to the matrix H of 
Lemma's 3, 4, and 5, and so 8 2 need not be used 
explicitly. 

The Proper Orthogonal Group 

It is easily verified that if C4 (i) is defined as in 
the start of this section; then 

Xi(a) = ![l + C4(i)2] + ![l - C4(i/] cos a 

+ [Ci~) - HI + Cii)2lJ sin a 

is a plane rotation19 by a in the plane defined by Xi 

and X.+l and leaves all other coordinates unchanged. 
It is also well known that an arbitrary n X n 

orthogonal matrix can be factored into a product of 
~lane rotations16 (generalization of Euler angles), and 
It follows at once that the n matrices C4 (i) generate 
a finite group (the generalized Cubic Group) whose 
linear closure in a field is the algebra of 0 + (n) in 
that field. In the case of 0 + (n), we are usually 
concerned with real matrices, the field is the field 
of real numbers, and the enveloping algebra is the 
real linear closure of the group, i.e., the set of all 
linear combinations with real coefficients. 

Since C4 (i) is of order 4, its possible eigenvalues 
are ± 1 and ±j, and the imaginary ones seem 
incompatible with the requirement of real co
efficients. 

This difficulty may be avoided as follows: the 
imaginary eigenvectors are x. + jX'+l and Xi - jXi+l. 

If only real transformations to diagonal form are 
permitted, these eigenvectors are a conjugate com
plex pair which span a two-dimensional space 
belonging to the eigenvalue -1, of {C 4 (i) } 2. The 
argument used on the symmetric group may now 
be repeated using the n matrices {C4(i)} 2. In this 
case all the n matrices commute and only one linear 
combination, 

8 = C4 (1)2 + 2C4 (2)2 + ... 2n
-

l C4 (nY, 

is needed. The reduction of 0 3 is illustrated m 
Table II. 

The Improper Orthogonal Group 

The single improper element (1' defined by Xl ~ - Xl, 

19 F. D. Murnaghan, The Unitary and Rotation Groups 
(Spartan Books, Washington, D. C., 1962) Chap. 2. 

all other Xl unchanged, must be added to the general
ized cubic group discussed above. 

Su(n) and GL(n) 

These two groups have the same enveloping 
algebra, which is the linear closure of the generalized 
cubic group defined for 0 + (3) over the complex 
field. Here complex eigenvectors are permitted and 
the proper generators are the matrices C4 (i). These 
may be divided into two commuting sets, (1'1 con
taining C4 (1), C4 (3), etc., and (1'2 containing C4 (2), 
C4 (4), etc. The calculation is the same as for the 
symmetric group and the transformation correspond
ing to (1, 2, 3 ... n) is 

X. ~ Xi+li = 1 ... n - 1, 

Generators for Groups in General 

The methods given so far are adequate for 
theoretical physics because the generators are known 
for all the groups which are of interest. However 
it is interesting to speculate on applications to pur~ 
mathematics and the study of group structure. 
Ideally one would like to find a nonredundant set 
of generators for an arbitrary group, using the 
minimum of knowledge of its structure. The author 
has not been completely successful in doing this, 
but the following method certainly uses very little 
explicit knowledge of the group, although the 
generators obtained are redundant. However they 
are not more in number than the elements in the 
smallest class for simple groups and probably even 
less redundant for more complicated groups. 

Simple Groups 

These are groups having no invariant subgroup 
other than themselves and the unit element. 2o 

Therefore a complete set of conjugate elements 
(i.e., a class) are a set of generators, since a clas~ 
generates an invariant subgroup. Lemma 6 shows 
that, unless all the members of the class commute 
(which is a trivial case since then they can all be 
simultaneously transformed to diagonal form), then 
some members of the class are redundant; for if P 
and Q are in the class, so is R = P-lQP, and is 
redundant. 

Suppose that C is a class of a simple group G 
and that in C there is a set do of elements which 
commute with each other, but do not all commute 
with any other element of C. 

~o R. D. Carmichael, Groups of Finite Order (Dover Publi
catlOns, Inc., ~ew York, 1956), Chap. II, Sec. IV, p. 48. See 
als?, W .. BurnSIde, Groups of Finite Order, 2nd ed. (Cambridge 
Un~verslty Press, Cambridge, England, 1911; Dover Publi
catlOns, Inc., New York, 1955), Chaps. IV and V. 
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TABLE II. Reduction of symmetrized Kronecker square of 0 •. 

A. +1 +1 -1 -1 (i, -i) (i, -i) 

y2 (X2 + Z2)/v'2 (x' - ZI)/v'2 xy xy 1/Z 

+1 Zl 0 1/v'2 0 1-';V2

1 

0 0 

+1 (X2 + y2)/v2 1/v'2 I 0 0 0 

-1 (x' - yl)/v'2 -lv2 ! ~ 0 0 0 

-1 xy G 0 0 0 I 1 0 I 
(i, -i) yz 0 0 0 CJ D (i, -i) zx 0 0 0 o 0 

B. +1 +1' -1 -1 (i, -i) (i, -i) 

X2+y2+Z2 x! - 2Z2 + yl 
(x2 - Z2)/v'2 

V3 v1i 

+1 
Xl + y2 + z! 0 0 

v3 

X2 - 2y2 + Zl G +1' 0 v1i 

-1 
X2 _ yl 

0 I V3/21 v'2 

-I' xy 0 0 

(i, -i) yz 0 0 

(i, -i) zx 0 0 

Let "(0 be the group generated by do. The group 
"(0 is not invariant wrt conjugation with every 
element of C, for if it were, then "(0 would be an 
invariant Abelian subgroup of the group generated 
by C, i.e., of G, and since G is simple, this cannot 
occur except trivially. 

Therefore, there exists some element of RI of C 
for which R~I"(oRI = "(I ~ "(0, i.e., there exists 
'YI, a subgroup conjugate to "(0, generated by dl = 
R~ldoRI' If do and dl do not exhaust C, then there 
exists R2 in C such that either 

R;I"(oR2 = "(2 ¢"(I or "(0, 

R;I'YIR2 = "(2 ¢"(1 or "(0; 

XZ xy IJZ 

0 0 0 0 

I +V3/2! 0 0 0 

-1/2 0 0 0 

0 ~ 1 0 
! 

0 CJ D 0 o 0 

or conjugation by element of C maps "(0 and "(I 

onto themselves, or each other. 
This process may be continued until C has been 

exhausted, or a set of conjugate subgroups have 
been obtained which are mapped onto each other 
or themselves by elements of C. Lemma 6 shows 
that the commuting sets do, d l , d2 ••• etc. are 
sufficient to reduce any representation. 

Extension to General Groups 

Suppose now that G is not simple, but has a 
maximal invariant subgroup F,21 their orders being 
g and I, respectively, and assume that the representa

II See Ref. 20, Cannichael, Chap. III; Burnside, Chap. V. 
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tion of F has already been reduced. The expansion 
of G in cosets22 wrt F is 

G = F + SlF + S2F + ... S,F. 

Let C be a class of F. Consider the linear combination 

H = L:ac L:cP, 

where the a's are numbers. This is a linear combina
tion of class sums with arbitrary coefficients ac, 
and commutes with every element of F. Partition 
H and each of the S; into submatrices conformably 
to the reduction of F. Using the notation of Lemma 2 
H(p, r; q, 8) = opoo .. (fac /xc)1 where Xc is the 
character of the class C in the rth irreducible 
representation. 

Because F is an invariant subgroup of G, S;(p, r; 
q, 8)H(q, 8; t, u) = H(p, r; v, W)Si(V, w; t, u.) which 
implies S;(p, r; q, 8) = 0 unless r = 8, l.e., the 
S; only couple multiple occurrences of the same 
irreducible representation of F. Assemble all the 
S;(p, r; q, r) into one square submatrix, and call 
it S.(r). Then the way the S;(r) have been con
structed makes them faithfully represent the quotient 
group G/F. Since F is maximal, G/F is si~ple, 
and the method given for simple groups applIes to 
the reduction of the Si. 

Any finite group has a composition series of 

12 See Ref. 5, Chap. II, Sec. 12, Theorem 3; al~o Ref. 20, 
Carmichael, Chap. II, Sec. 10, p. 44; and Burnside, Chap. 
III, Sec. 22, p. 26. 

quotient groups which are simple and so the method 
applies to all finite groups. For matrix representa
tions of infinite groups, the finite subgroup which 
spans the group algebra must be used. 

The results of Sec. IV can be extended to give 
a more detailed discussion of group structure by 
considering the analysis of the structure of simple 
groups more carefully in the ways suggested by the 
Refs. 1 and 2. This is the finite-group analog of the 
Cartan theory of continuous groups. 
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Representations for the Nonrelativistic Coulomb Green's Function* 

KOrcHI MANO 
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Derivation of the representations for the nonrelativistic Coulomb Green's function is discussed. 
It is shown that the recently published representations, both in integral and closed forms, can be 
obtained from an expression for the difference of the diverging and converging wave solutions of 
the Green's function which is given in terms of the wavefunctions summed by Gordon. 

INTRODUCTION 

REPRESENTATIONS for the nonrelativistic 
Coulomb Green's function have recently been 

obtained both in integral 1 and closed forms. 2 In 
the present note we wish to derive these expressions 
from a slightly different viewpoint, having the 
expression 3 

G(r, r'; k) == G(+)(r, r'; k) - G(-)(r, r'; k) 

= -7rik J rkJk 1/l(S)(r, k)1/I(S)(r', k)* (1) 

as the starting point. In Eq. (1), GW represent 
the diverging and converging wave solutions of the 
Green's function and 1/I(S) stands for either 1/1(+) or 
1/1(-) with 

1/I("')(r, k) = (21l"rk r/2ka r(1 ± n) 

X F(=Fn, 1; ±i(lcr =F k·r), (2) 

where F denotes the confluent hypergeometric func
tion IFI and n is written for ijka. 

It is seen therefore that G(+) or G(-) is charac
terized as the diverging or converging wave part 
of the last expression of Eq. (1) when the sub
stitution from Eq. (2) is made into it. 

I. 

In this section we show the derivation of a 
representation which is the contour integral version 
of that obtained in Ref. 1. 

Before going any further we mention that the 
procedure in Ref. 1 consists of first constructing in 
the usual manner the partial-wave Green's function 

* Work performed under contract with the Air Force 
Cambridge Research Laboratories. 

1 E. H. Wichmann and C. H. Woo, J. Math. Phys. 2, 
178 (1961). This paper is referred to as WW hereafter. 

2 L. Hostler and R. H. Pratt, Phys. Rev. Letters, 10,469 
(1963). 

3 K. Mano, J. Math. Phys. 4, 522 (1963), Eqs. (39) and 
(43+). The notations used here are the same as those in 
this paper except for the trivial change that the general form 
of the Coulomb field is considered here with a = tz2! pZZ' e2 

for arbitrary Z and Z'. 

from the solutions of the radial equation, and then 
summing it over all the angular momentum states 
to arrive at the final result. Clearly, the present 
work proceeds essentially in the reversed order, as 
can be seen from the fact that the expression for 
the 1/I's given by Eq. (2) represent the wavefunctions 
already summed over all states. 

Out of several alternatives for the integral on 
the right-hand side of Eq. (I), we consider 

J dWk1/l(+)(r<, k)1/I(+) (r>, k)*, (3) 

where r> and r< have the usual meaning. 
In order to rewrite Eq. (3) we first give contour 

integral representations for the function F(a, C; x) 
when c is a positive integer: 

F( .) _ G(a, c;P",) 
a, c, x - B(a c - a) , 

(4) 

In Eq. (4), B stands for the Beta function and P + 

(or P _) represents the starting point of the integra
tion taken on the upper (or lower) portion of the 
path which encloses 0 and 1. The values of the G's, 
G(a, C; P +) = -G(c - a, C; P _) = (e2r

'
D 

- 1)-\ 
are fixed by deforming the path in the usual way 
in which we assumed that arg u = arg (1 - u) -? 0 
at the starting point when it approaches the real 
axis. We may add that, although one form of Eq. (4) 
can be obtained from the other, it turns out in some 
connections to be helpful to have both forms 
available. 

Next, we note the following representation for 
the decomposition of an F function with c equal 
to an integer, 4 

4 This can be obtained from the decomposition formula 
for the F function. See, for example, Bateman Manuscript 
Project, Higher Transcendental Functions, edited by A. Erd6lyi 
(McGraw-Hill Book Company, Inc., New York, 1953), Vol. 1, 
p. 259, Eq. (7). 
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where arg u = arg (u - 1) = 0 and arg (-u) = 
arg (1 - u) = 0 for the first and second integral, re
spectively. It is to be remembered that the former has 
to do with the diverging wave part and the latter with 
the converging one when x = +i(kr> - k·r». 

Use of the Kummer transformation and the sub
stitution of Eqs. (4) and (5) into F of the first and 
second Yt functions, respectively, of Eq. (3) give 
rise to an expression for G in which an integral 

That Eq. (8) for G(+) is equivalent to Eq. (31) 
of WW can be seen by observing the following. 
If we assume that Re n > 0, i.e., that k possesses 
an infinitesimal positive imaginary part, we may 
replace the contour integral in the second set of 
brackets of Eq. (8) by an ordinary integral. If we 
further suppose that the similar argument applies 
also to the integral in the first set of brackets, 
then we have for Eq. (8) 

(+) n 2 

G = 41r Ir(l +nW 

X f du' 1'" du u'''(l - U,)-"-lU-"(U - 1yo-l 

X Ir<u' - r>ur1 exp ik[rAI - u') 

+ r>(u - 1) + Ir<u' - r>ulJ. (9) 

We notice that this is identical with the expression 

is included. This integral can be evaluated as 

n = 4!r sin k Ir<,u' - r>ul 
k Ir<u - r>ul 

(6) one would obtain from Eq. (31) of WW by perform
ing integrations by parts on 8 and t as our n cor
responds to -iE there. As is evident, however, the 
condition 1 > Re (-n) > 0 required for the re
writing of the first integral in Eq. (8) is incompatible 

by the use of the Gegenbauer's formulas. 5 In Eq. (7), 

and Go = Gci+) - Gci-), with Gci"') standing for the 
Green's function for the free particle. 

In this way we arrive at the contour integral 
representation for G(+) given by 

. G(+)( I. k) _ _n
2 

[ 1 
r,r, - Ir(1 +nW e2rin _ 1 

(8) 

where the nO
++.

1
+) form is employed for the F 

function in the first Yt of Eq. (3). The corresponding 
expression for G(-) is self-explanatory. It is the 
contour integral representation mentioned earlier. 
In the limit n ~ 0 we see that the residue calculation 
of the right-hand side of Eq. (8) produces Gci+) 
correctly. 

6 G. N. Watson, Theory of BeaBel Functiona (Cambridge 
University Press, London, England, 1944), 2nd ed., p. 368, 
Eq. (1); p. 363, Eq. (3). 

with the similar condition for the second one. This 
is the very reason why it is necessary to introduce 
the partial derivative with respect to t in the 
integrand of WW Eq. (31), in order to modify 
the condition to Re (1 - n) > 0 which can then 
be made compatible with Re n > O. Incidentally, 
it should be noted that the partial derivative with 
respect to 8 in WW Eq. (31) is not required except 
for reasons of symmetry. 

We might add that the following representation 
for an F function with c equal to an integer: 

F( .) _ C(a, lc; P",) 
a, c, x - B(a, lc _ a) 

1
(0+.1+) 

X du u·-1(I - u)t c-o-1F(tc, Cj xu), 
P± 

which may be given in terms of the Bessel function, 
leads to the expression 

LI(r, k) = r(I + n) e-i~(I.k) - .. /2k.", .. /k .. 

2 
. e 

'II"~ 

which corresponds to Eq. (2) of WW. 
The decomposition of the F function in J 

LI(r, k) = Nk, k)F(Z + 1 - n, 2Z + 2; +2ikr) 

gives rise to the expression for Hl+), the diverging 
wave part of L I , 
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1
0+) 

X a> du u-"(u - 1)"-leikr(U-l)h~l)(kru). 

This equation corresponds to Eq. (5) of WW. 

II. 

To obtain the closed form given in Ref. 2, we 
may take 

J dwdP) (r>, k)1f(+)(r<, k)* 

for the integral in Eq. (1). With the use of the 
identity 

F( .) - %/2 -toM ( ) a, C, x - e x ~o-a.!(o-l) x , 

x {kG )l. 2 L: (2l + 1) T>T< sm cp Z 

X Pz(cos e)[2I+l(2k[T>T<]~ sin 2cp)} , (13) 

where e is the angle between r> and r<. Rewriting 
[2/+1 in terms of J 2/ + 1 by 

J 2Z + I (iz) = [2Z+I(z)ei"~(2Z+I) (-11' < arg z ::;; !11'), 

and using Eq. (12) once again with p. = 1, v = 0, and 
p2 = HI + cos e), we see that the bracketed expres
sion in Eq. (13) is equal to J o(+ ik[q2 - /]! sin 2cp), 
where q = T> + T< and p = Ir> - r<l. With a 
trivial change of the variable, Eq. (11) becomes9 

where M.,,.(x) is the Whittaker function, and the K" = ~2 ro" dcpe+iheo8"'Jo(_ik[q2 _ /]!sincp) 
expression for the product of two Whittaker func- 1n 
tions of different arguments,6 we obtain X (cot !cpf2" sin cp, (14) 

G ik -r/kaK ( ) = - 211'2 e " r>, r< (10) in which use is made of the relation J o( -z) = Jo(z). 

with 

X J o(2p[+ikr>(1 - cos 8»]! coscp) 

X J o(2p[ -ikT«1 - cos 8<W sin cp), (11) 

where 8> denotes the angle between k and r> and 
similarly for 8<. If both of the Jo's in Eq. (11) are 
represented by a Neumann series7 

( 1 )"-'J (p ) "~r(p. + l) 
'ipz , Z = P ~ l! r(v + 1) 

X 2FI(p.+ l, -l;v + l;p2)(p. + 2l)J.+21(z), (12) 

with p. = 1, v = 0, and p2 = HI - cos 8), the 
integration over the angles of the k space can be 
performed immediately when the 2F I function in 
Eq. (12) is recognized as the Legendre polynomial. 
We may then proceed to carry out the integration 
over p by the help of the Weber's second exponential 
integral. S The result is given by 

• H. Buchholz Die Konfluente Hypergeometrische Funk
tion, Part II of Ergebnisse der Angewandten Mathematik 
(Springer-Verlag, Berlin, 1953), p. 83, Eq. (2), with care for 
an obvious misprint in the power of p. 

7 See Ref. 5, p. 140 (Sec. 5.21), Eq. (3). 
• See Ref. 5, p. 395. 

From the identity 

zJo(z) = zJ~(z) + JI(z) = (djdz)[zJI(z)] , 

we find 

+ikp sin cpJo( -ik[q2 - /]! sin cp) 

= (ojop){[q2 - /]iJI ( -ik[q2 - /]1 sin cp)}, 

so that Eq. (14) can be written 

K" = ~~~{[q2 _ /]! r" dcpe+ihc08", 
2 ~kp op 10 

X J I(-ik[q2 - /]1 sin cp)(cot !cpf2"}. (15) 

It is immediately seen that the bracketed expression 
in Eq. (15) is essentially equal to the product of 
two Whittaker functions of arguments -ikx and 
-iky if we write x = q + p and y = q _ p.IO 

Therefore, G now reads 

G( f. k) _ Ir(1 + nW -,,/kG 
r, r, - 411' Ir _ r'l e 

X (:x - :y)mL",i(-ikx):rrc",!(-ikY), (16) 

where 

mr •.• (x) = M.,,.(x)jr(1 + 2p.). 

9 This can also be obtained from Ref. 3, Eq. (5b) by a 
procedure analogous to that given above. 

10 See Ref. 6, p. 85, Eq. (3a). 
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The decomposition of ml-n .,( -ikx) into two W 
functions leads to the forms of GC

+) and GC
-) which 

are equivalent to those in Ref. 2 since our -n 
corresponds to their iv. 

Finally, we may remark that the expression for 
G given by Eq. (16), or that given by the combina-

JOURNAL OF MATHEMATICAL PHYSICS 

tion of Eqs. (10) and (14), reduce to Go in the limit 
n ---? O. To see this we only need to notice the 
relation mlo.i~( -ikz) a:: (1rz)'Ji~(klz) a:: sin klz 
for Eq. (16), or apply the second finite Sonine 
integralll to Eq. (14). 

11 See Ref. 5, p. 376. 
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Theory of Vibrational Structure in Optical Spectra 
of Impurities in Solids. II. Multiplets 

D. E. MCCUMBER 

Bell Telephone Laboratories, Incorporated, Murray Hill, New Jersey 
(Received 11 October 1963) 

The results of a previous paper describing vibrational structure in the spectra of singlet-to-singlet 
optical transitions of impurities in solids are extended to a general class of multiplet-to-multiplet 
transitions. The transitions considered are those between degenerate or nondegenerate multiplets 
which are not interconnected by the interaction coupling the impurities to the lattice phonons. 
The phonon field couples impurity states within each multiplet but does not couple states in different 
multiplets. The results apply to systems which display strong Jahn-Teller distortions as well as to 
those which do not. As a specific application of our results we consider the singlet-to-doublet transi
tions of simple three-level systems having Ga and Gao symmetry. 

1. INTRODUCTION 

I N a previous paper1 we derived expressions 
relevant to vibrational structure in the spectra 

of singlet-to-singlet optical transitions of impurities 
in solids. The vibrational structure we considered 
arose from phonon-impurity interactions which 
shifted the impurity energy levels but which did not 
mix the different impurity states. In the present 
paper we extend our previous results to transitions 
between degenerate or nondegenerate multiplets. 
We restrict ourselves to phonon-impurity inter
actions which couple the impurity states within 
each multiplet but which do not couple states from 
different multiplets. In the special case for which 
the multiplets are singlets, our present results reduce 
to those of 1. 

Briefly, the vibrational structure we discuss 
arises whenever the characteristics of the lattice 
in the neighborhood of the impurity are different 
for the ground-state and excited-state impurity 

1 D. E. McCumber, J. Math. Phys. 5, 221 (1964). In 
what follows we refer to this paper as 1. We indicate particu
lar equations in the paper by the prefix I; for example, we 
indicate Eq. (1.9b) of I by (I1.9b). In our usage the terms 
singlet and multiplet do not refer exclusively to spin multi
plicity, but indicate the total number of relevant initial or 
final electronic states. 

multiplets.2
-

9 For singlet impurity states only those 
properties of the lattice which have the full point
group symmetry of the impurity site can be sensitive 
to the state occupation; however, for degenerate 
impurity multiplets, lattice properties with more 
complicated symmetries (such as those responsible 
for Jahn-Teller effects) can be sensitive to the 
impurity state. In spite of this rather important 
difference between the singlet and multiplet states 
of an impurity in a lattice, their optical spectra 
are qualitatively very similar. For each set of 
degenerate states forming a basis for an irreducible 
representation of the impurity-site symmetry group, 
the spectrum will display a single sharp no-phonon 
line accompanied by adjacent vibrational structure. 

2 M. Lax. J. Chern. Phys. 20, 1752 (1952). 
3 S. 1. Pekar, Uspekhi Fiz. Nauk SSSR 50, 197 (1953). 
4 M. Lax and E. Burstein, Phys. Rev. 100, 592 (1955). 
6 H. Gummel and M. Lax, Ann. Phys. 2, 28 (1957). 
6 D. L. Dexter, in Solid State Physics, edited by F. Seitz 

and D. Turnbull (Academic Press, Inc., New York, 1958), 
VoL 6, p. 353. 

7 J. J. Markham, Rev. Mod. Phys. 31, 956 (1959). 
8 B. S. Gourary and A. A. Maradudin, J. Phys. Chern. 

Solids 13, 88 (1960). 
9 E. O. Kane, Phys. Rev. 119,40 (1960); W. E. Lamb, Jr., 

Phys. Rev. 55, 190 (1939); E. D. Trifonov, Dokl. Akad. 
Nauk (USSR) 147, 826 (1962) [English trans1.: Soviet 
Phys.-Doklady 7, 1105 (1963)). 
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The decomposition of ml-n .,( -ikx) into two W 
functions leads to the forms of GC

+) and GC
-) which 

are equivalent to those in Ref. 2 since our -n 
corresponds to their iv. 

Finally, we may remark that the expression for 
G given by Eq. (16), or that given by the combina-

JOURNAL OF MATHEMATICAL PHYSICS 

tion of Eqs. (10) and (14), reduce to Go in the limit 
n ---? O. To see this we only need to notice the 
relation mlo.i~( -ikz) a:: (1rz)'Ji~(klz) a:: sin klz 
for Eq. (16), or apply the second finite Sonine 
integralll to Eq. (14). 

11 See Ref. 5, p. 376. 
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Theory of Vibrational Structure in Optical Spectra 
of Impurities in Solids. II. Multiplets 
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The results of a previous paper describing vibrational structure in the spectra of singlet-to-singlet 
optical transitions of impurities in solids are extended to a general class of multiplet-to-multiplet 
transitions. The transitions considered are those between degenerate or nondegenerate multiplets 
which are not interconnected by the interaction coupling the impurities to the lattice phonons. 
The phonon field couples impurity states within each multiplet but does not couple states in different 
multiplets. The results apply to systems which display strong Jahn-Teller distortions as well as to 
those which do not. As a specific application of our results we consider the singlet-to-doublet transi
tions of simple three-level systems having Ga and Gao symmetry. 

1. INTRODUCTION 

I N a previous paper1 we derived expressions 
relevant to vibrational structure in the spectra 

of singlet-to-singlet optical transitions of impurities 
in solids. The vibrational structure we considered 
arose from phonon-impurity interactions which 
shifted the impurity energy levels but which did not 
mix the different impurity states. In the present 
paper we extend our previous results to transitions 
between degenerate or nondegenerate multiplets. 
We restrict ourselves to phonon-impurity inter
actions which couple the impurity states within 
each multiplet but which do not couple states from 
different multiplets. In the special case for which 
the multiplets are singlets, our present results reduce 
to those of 1. 

Briefly, the vibrational structure we discuss 
arises whenever the characteristics of the lattice 
in the neighborhood of the impurity are different 
for the ground-state and excited-state impurity 

1 D. E. McCumber, J. Math. Phys. 5, 221 (1964). In 
what follows we refer to this paper as 1. We indicate particu
lar equations in the paper by the prefix I; for example, we 
indicate Eq. (1.9b) of I by (I1.9b). In our usage the terms 
singlet and multiplet do not refer exclusively to spin multi
plicity, but indicate the total number of relevant initial or 
final electronic states. 

multiplets.2
-

9 For singlet impurity states only those 
properties of the lattice which have the full point
group symmetry of the impurity site can be sensitive 
to the state occupation; however, for degenerate 
impurity multiplets, lattice properties with more 
complicated symmetries (such as those responsible 
for Jahn-Teller effects) can be sensitive to the 
impurity state. In spite of this rather important 
difference between the singlet and multiplet states 
of an impurity in a lattice, their optical spectra 
are qualitatively very similar. For each set of 
degenerate states forming a basis for an irreducible 
representation of the impurity-site symmetry group, 
the spectrum will display a single sharp no-phonon 
line accompanied by adjacent vibrational structure. 

2 M. Lax. J. Chern. Phys. 20, 1752 (1952). 
3 S. 1. Pekar, Uspekhi Fiz. Nauk SSSR 50, 197 (1953). 
4 M. Lax and E. Burstein, Phys. Rev. 100, 592 (1955). 
6 H. Gummel and M. Lax, Ann. Phys. 2, 28 (1957). 
6 D. L. Dexter, in Solid State Physics, edited by F. Seitz 

and D. Turnbull (Academic Press, Inc., New York, 1958), 
VoL 6, p. 353. 

7 J. J. Markham, Rev. Mod. Phys. 31, 956 (1959). 
8 B. S. Gourary and A. A. Maradudin, J. Phys. Chern. 

Solids 13, 88 (1960). 
9 E. O. Kane, Phys. Rev. 119,40 (1960); W. E. Lamb, Jr., 

Phys. Rev. 55, 190 (1939); E. D. Trifonov, Dokl. Akad. 
Nauk (USSR) 147, 826 (1962) [English trans1.: Soviet 
Phys.-Doklady 7, 1105 (1963)). 
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[Additional vibrational structure deriving from the 
same no-phonon line can lie near distant no-phonon 
lines when we are concerned with nondegenerate 
multiples. (An example is briefly discussed in Sec. 
8.)] The extent of the vibrational structure adjacent 
to the no-phonon line depends upon the strength 
of the phonon-impurity interaction-more pre
cisely, upon the difference of the ground-state and 
excited-state interactions-but, for moderate inter
actions, typically extends to several times the 
restrahlen frequencies. 

Our basic results have the form of Baker
Hausdorff,IO generalized cumulant (or semi-in
variant),11 or "linked-cluster"12 expansions formally 
very similar to the singlet-to-singlet expansion of 
Eq. (I1.9b).1 The essential difference between the 
present expansions and those in I stems from the 
fact that the general phonon interaction operator 
A (t) in the expansions of I has here been replaced 
by a phonon operator matrix A(t) whose matrix 
components couple the different states of the 
impurity multiplets. 

In I we remarked that the linked-cluster expansion 
(I1.9b) terminates after two terms when the phonon 
Hamiltonian is harmonic and the phonon coupling 
operator A (t) is linear in the phonon annihilation
creation operators {aq , a~}. la This particular result 
does not apply to the more general expansions of 
this paper. The matrix character of the coupling 
A(t) generally precludes the cancellations necessary 
for the expansions to terminate. In spite of this 
fact we believe that the Baker-Hausdorff or gen
eralized cumulant expansions developed here provide 
useful representations of the optical spectra of 
impurities in solids. 

As we noted in Sec. 3 of I, simple expansions of 
spectral correlation functions, in powers of the 
phonon-impurity coupling, relate to moment an
alyses of the spectra. [Kubo calls time-dependent 
expansions of the type (Il.9a) generalized moment 
expansions. ll] Where spectral details are important, 
moment methods are generally unsuitable. One 
approach, which avoids the most serious pitfalls 
of the simple perturbative expansion but which is 
different from the cumulant-expansion method we 
use below, is based upon an analysis of the fre-

10 G. H. Weiss and A. A. Maradudin, J. Math. Phys. 3, 
771 (1962); R. Englman and P. Levi, J. Math. Phys. 4, 105 
(1963). 

11 R. Kubo, J. Phys. Soc. Japan 17, 110 (1962). 
12 D. J. Thouless, The Quantum Mechanic8 of Many-Body 

Systems (Academic Press Inc., New York, 1961), pp. 35-44. 
13 R. C. O'Rourke, Phys. Rev. 91, 265 (1953); S. Kiode, 

Z. Naturforsch. ISa, 123 (1960). 

quency-plane singularites of the Laplace or Fourier 
transforms of the spectral correlation functions. 14

•
15 

This approach is quite useful for determining the 
widths and positions of the no-phonon lines,16 but 
it does not conveniently indicate the strengths of 
those lines nor the characteristics of the vibrational 
structure, especially when the phonon-impurity 
interaction is strong. Moreover, it inevitably in
volves a power-series expansion (of a characteristic
frequency functionl7

) which is intrinsically no better 
than the Baker-Hausdorff expansion. IS Since the 
Baker-Hausdorff expansions we have developed 
display the spectral properties in a convenient form 
even when the phonon-impurity interactions are 
strong, those expansions should prove useful for 
the analysis of many real physical systems. As is 
the case for all expansion methods, however, the 
utility of the Baker-Hausdorff or cumulant expan
sion method can only be verified by a comparison 
of its predictions with experimental results. 

In Sec. 2 we introduce detailed notation. We also 
discuss the fundamental reciprocity between emission 
and absorption spectra for systems whose multiplet 
populations are initially in thermal equilibrium. 
In Sec. 3 we briefly discuss the role played in our 
formalism by the subgroup of lattice symmetry 
operations which leave the impurity site invariant. 
In the following Sec. 4 we derive expressions describ
ing the absorption spectrum appropriate to the 
excitation of a degenerate multiplet from a singlet. 
These singlet-to-multiplet results are generalized in 
the next section where we consider transitions 
between degenerate multiplets and discuss the role 
played by J ahn-Teller effects. In Sec. 6, expressions 
of greater generality are derived which describe 
transitions between arbitrary multiplets. As a 
simple application of our results, we consider in 
Sec. 7 the singlet-to-doublet transitions of simple 
three-level impurity systems having Ca and Ca. 
impurity-site symmetry. In the final section we 
summarize our results and mention some areas 
which require further study. 

14 D. E. McCumber, Bull. Am. Phys. Soc. 8, 256 (1963). 
16 D. E. McCumber, Phys. Rev. 130, 2271 (1963). 
16 D. E. McCumber and M. D. Sturge, J. Appl. Phys. 34, 

1682 (1963). 
17 This expansion is analogous to the mass-operator ex

pansions of elementary-particle field theories. Compare also, 
Ref. 12, pp. 65-69. 

18 For the special harmonic-Hamiltonian linear-coupling 
case for which the expansion (11.9b) terminates, the fre
quency-function expansion is rather unsatisfactory. Con
siderable care is required to avoid a spurious width for the 
no-phonon line. This fact provided much of the motivation 
for our utilizing the cumulant or Baker-Hausdorff techniques 
reported here and in I. 
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2. EMISSION AND ABSORPTION SPECTRA 

In this paper we restrict ourselves to a single 
localized impurity system imbedded in an insulating 
crystal. The lattice vibrations of the crystal con
stitute the only mechanism by which significant 
amounts of energy are transported to and from 
the impurity site. We consider an impurity system 
which in the absence of phonon-impurity interac
tions has two sets of energy eigenstates, each set 
forming what we call a "multiplet" (Fig. 1). We 
characterize the states of each multiplet by the 
multiplet index M = 0 or 1 and by auxiliary indices 
fJ. or v necessary if the M -multiplet dimension l M > 1. 
For definiteness we refer to the M = ° and M = 1 
multiplets as the ground-state and excited-state 
multiplets, respectively. 

In a rigid (static) lattice we characterize the 
ground-state levels by their energies 00~, fJ. = 1 
to to, and in a second-quantized notation by the 
annihilation-creation operators I 1/-0~, 1/-~~). The cor
responding quantities for the excited-state levels 
are the energies 01" v = 1 to t l , and the operators 
11/-.. , 1/-:.). The annihilation-creation operators 
satisfy the familiar Fermi-Dirac anticommutation 
relations 

[1/-m~, 1/-m'~']+ = [1/-:~, 1/-:'~']+ = 0, 

[1/-.. ~, 1/-:"~']+ = 5(M, M')5(CT, CT'). 
(2.1) 

It follows from these expressions that the operator 
1/-:'~1/-M~ with eigenvalues ° and 1 measures the 
occupation of the sublevel CT of the multiplet M = 0, 1. 

The Hamiltonians we consider in this paper have 
the general structure 

H = L: 00~1/-:~1/-0~ + L: 0IP1/-:.1/-I. + H" .. . 
+ L: 1/-~ .. Ao(~~') 1/-0~' + L: 1/-:.AI(pp') 1/-.. " (2.2) 

p.p.' ""' 

where H" describes the lattice vibrations (phonons) 
of the host lattice, and where the last two terms 
describe the phonon-impurity interactions. In those 
last terms, A o( .... ,) and AJ( .. ,) are phonon operators 
which commute with the impurity operators 
I 1/-M~' 1/-:'6) at equal times. By assumption, the 

__ +-___ - } G,v. v = t,'" l, 
FIG. 1. Simple impurity 

system with two optically 
separated multiplets. The 
ground-state and excited
state multiplets are re
spectively characterized 
by the eigenvalues M = 0 
and 1. Individual states 
within the multiplets are 
further identified by sec
ondary indices ,. and p. 

phonon interactions do not couple the M = ° 
and M = 1 multiplets. It follows that the total 
occupation 

M = L: 1/-:.1/-.. (2.3) 

of the excited-state multiplet is a constant of the 
motion. 19 

Let 0 01 and 0 10 be any two operators which 
connect the M eigenvectors of the phonon-impurity 
system as indicated by the following matrix elements: 

(M, .. ·1 0 01 1M, ... ) 
= (M, ... 1010 1M, ... ) = 0, 

(1, .. ·1 0 01 10, ... ) 

= (0, .. ·1 010 11, ... ) = 0, (2.4) 

(0, · .. 1 0 01 11, ... ) ~ ° 
and (1''''1010 10, ... ) ~ 0. 

We introduce normalized thermal expectation values 
(M,81 ... IM,8) such that, if 0 is an arbitrary 
operator, 

(M,81 0 IM,8) = trM [0 exp (-,8Hlh)]ltrM 

X [exp (-,8Hlh)], (2.5) 

where trM designates the trace over all states of 
the Hamiltonian (2.2) for which M has its specified 
eigenvalue. Here ,8 is determined by the temperature 
T = li/k,8 which characterizes the lattice excitation 
and the ocupation of the impurity states within 
any multiplet M. 

If the phonon-impurity system is initially de
scribed by a temperature T = li/k,8 and the multiplet 
occupation parameter M, then the absorption and 
emission spectra appropriate to the operators 
1001, OIO ) are, respectively, 

101(t - t') == (0,81 001(t)01O(t') 10,8) 

= fa> cluJ - • .,(1-1')8- ( ) - 2 e 01'" , 
_0) ?r 

110(t - t') == (1,81 OIO(t')OOI(t) 10,8) 

= fO) cluJ - • .,(1-1')8"i ( ) 
- 2 e 10'" • 

_0) ?r 

(2.7a) 

(2.7b) 

Here, and throughout this paper, Heisenberg time 
dependence is understood: OCt) = exp (iHt/h)O 
exp (-iHt/h). It is an immediate consequence of 

ID Our dual use of the symbol M is deliberate. If the ground
state multiplet (M = 0) is occupied, then M = 0 in (2.3); 
if the excited-state multiplet (M = 1) is occupied, then M = 1 
in (2.3). 
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the cyclic property of the trace in the expectation 
values (2.5) thaeo.21 

SOI(W) = SI0(W) exp [,8(w - ~)], (2.8) 

where 

exp (fJ~) 

= tro [exp (-PH/h)]/trl [exp (-PH/h)]. (2.9) 

The parameter ~ is a type of "chemical potential." 
Equation (2.8) is in essence a detailed-balance 
relation. A special case of this important result 
connecting thermal-equilibrium absorption and 
emission spectra was previously indicated in Sec. 2 
of!. 

Note that Eq. (2.8) refers to absorption and 
emission spectra at the same frequency wand that 
it makes no reference whatsoever to the fact that 
the absorption and emission spectra are sometimes 
nearly mirror images about a no-phonon line. The 
result (2.8) is considerably more general than the 
mirror-image property which depends upon rather 
specialized circumstances. 

Equation (2.8) predicts that for broadband 
spectra the dominant components in emission lie 
at lower frequencies (Stokes' shift) than the dom
inant components in absorption, but it gives no 
quantitative information about their relative 
strengths. Fowler and Dextee2 discuss reasons 
why the important components of the emission 
and absorption spectra may differ in shape and 
strength as well as in location. 

In this paper we shall be concerned with the 
following special absorption and emission spectra 
appropriate to systems initially at a temperature 
T = li/k{3: 

fOl(t - t')(l" ;/1',') 

== (Opl ("'~l''''b)(t)(''': •. '''ol'.)(t') lOp); (2.1Oa) 

flo(t - t')(l";l"") 

== (1{31 ("':'·"'OI'·)(t')("'~I''''h)(t) 11(3). (2.1Ob) 

We shall indicate in detail in a later paper the 
specific connection between these functions (or their 
Fourier transforms) and experimentally observed 
spectra. Briefly, the observed spectra will be de
scribed by the functions (2.10) suitably weighted 
by matrix-element coefficients which reflect the 
structure in terms of the impurity operators 

20 P. C. Martin and J. Schwinger, Phys. Rev. 115, 1342 
(1959). 

21 L. Landau, Zh. Eksperim. i Teor. Fiz. 34, 262 (1958) 
(English transl.: Soviet Phys.-JETP 7, 182 (1959)J. 

12 W. B. Fowler and D. L. Dexter, Phys. Rev. 128,2154 
(1962). 

{"'M~' ",!r~} of the moment operators which govern 
the coupling of laboratory fields to the phonon
impurity system23 

Since the functions (2.10) are special cases of 
the functions (2.7), their Fourier transforms are 
connected by the relation (2.8). With no loss of 
generality we may therefore confine our discussion 
to the absorption functions (2.1Oa). The properties 
of the emission functions (2.1Ob) may be easily 
inferred from Eq. (2.8). 

In the following sections we distinguish several 
general cases. We first consider in Sec. 4 the case 
for which the (M = 0) ground state is a singlet 
and the (M = 1) excited state is a degenerate 
multiplet. In Sec. 5 we consider the more complicated 
case in which both states are degenerate multiplets. 
In Sec. 6 we discuss the extension of our results 
to nondegenerate multiplets. Section 3 is devoted to 
some group-theroetical preliminaries. 

3. IMPURITY-SITE SYMMETRY 

Let Gb be the group (of order gb ~ 1) of crystal 
symmetry operations which leave the impurity site 
b invariant. This group is a point group and a 
subgroup of the full crystal symmetry group. Its 
operations leave the impurity, the lattice-phonon, 
and the interaction parts of the Hamiltonian (2.2) 
separately invariant. 

Let Gb be the group (of order fib ~ gb) of opera
tions which leave the impurity part (but not nec
essarily the lattice-phonon or the interaction parts) 
of the Hamiltonian invariant. This point group is 
not necessarily a subgroup of the full crystal 
symmetry group, but it does contain Gb as a sub
group. We assume that the two sets of operators 
{"'M~} and {"'!c~} appropriate to the multiplet M 
are separately basis functions for (reducible) com
plex-conjugate unitary representations of Gb • 

Ruling out "accidental" degeneracies, we call the 
multiplet M degenerate if {"'M~} and {"'!c~} are 
basis functions for complex-conjugate t~imen
sional irreducible unitary representations (reps) of 
both Gb and Gb •

24 The multiplet is nondegenerate 
if the Gb reps are reducible. 

23 The functions we compute are very closely related to 
the normalized spectral functions Smk"·o(E) in Eqs. (2.1) and 
(2.2) of Dexter, Ref. 6. As in those equations, the coefficients 
relating the impurity-lattice spectral functions to observed 
electromagnetic fluorescence, stimulated-emission, and ab
sorption spectra will be frequency dependent. Because of 
this frequency dependence the observed spectra will be 
slightly different from those we compute; these differences 
will be more significant as the relative width of the spectral 
region increases. 

24 Following M. A. Melvin [Rev. Mod. Phys. 28, 18 
(1956)J, we shall for brevity speak of a unitary irreducible 
representation as a rep. 
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Consider first the case in which the multiplet 
M is degenerate and the operators {,pMV}, {,p:rv} 
are respectively basis functions for the reps r M, r: 
of Gb • The interaction term of (2.2) appropriate 
to the mUltiplet M has the form 

HIM = L ,p:rvAMCvv.),pMV" (3.1) 
vv' 

The A Mcvv') are operator functions of the phonon 
or lattice coordinates. We write 

A MCvv') = L L p(M, UU'j LA) A L>-, (3.2) 
L AEL 

where the numerical coefficients p(M, uu' j LA) are 
matrix elements and where the new phonon operators 
A LA transform with respect to operations of the 
group Gb as the basis functions }.. of the rep r L. 

The invariance of the interaction (3.1) with respect 
to the operations of Gb ensures that for all g in Gb 

HIM = L L L p(M, UU'j LA)[rt(g)vu,p~u] 
fiu' L }..~ 
vv· 

X [A LArL(g)XA] [,pMu' rM(g)..v']' (3.3) 

or, if the rep r L does not appear in the direct 
product r: ® r M more than once, 

p(M, uu'; L}") = L L rt(g) .. vrL(g)AXrM(g)V'v· 
u(j' x 

X p(M, UU'j LX) 

= V[M* M LjP(M IILII M). (3.4) 
u* u' A 

The double-barred matrix elements P(M IILII M) 
are independent of the indices (u, u', }..) and the 
V coefficients are universal functions. The V co
efficients have been tabulated for important point 
groups with real reps by Griffith.24 An important 
special case of (3.4) obtains when rL is the identity 
representation of Gb • For that case, 

p(M, UU'j 1) = o(u, u')l-JP(M 11111 M). (3.5) 

If the multiplet M is nondegenerate, we may 
select sets of linear combinations of the {,pMv} 
which are basis functions for one or more reps r '" 
of Gb • Taking these new operators and their 
Hermitian adjoints as the ,p's and ,pt's of our theory 
we rewrite (3.1) somewhat more explicitly: 

HIM = L L L ,pmvAcmv .... ·v·),p"'·v·. (3.6) 
".,m'EM erE", O"Em' 

Using the same arguments as before, we conclude 
that 

A c ... v ..... v·) = L LPM(mu, m'u'j LA)A L
\ (3.7) 

L AEL 

where, if the rep r L appears in the direct product 

r: ® r ... no more than once, 

PM(mu, m'u'j LA) 

= v[m* m' LjPM(m IILII m'). 
u* u' }.. 

(3.8) 

For the special case in which r L is the identity 
representation, 

PM(mu, m'u'j L}") 

= oem, m')o(u, u')l";!PM(m IILII m'). (3.9) 

Here the function oem, m') only ensures that the 
m and m' reps be identical. It does not preclude 
coupling between two different sets of multiplet-M 
states which might transform according to the 
same rep r m of Gb • To distinguish the various 
possibilities in the latter case, we would introduce 
supplemental state indices which would appear in 
the double-barred matrix elements but not in the 
V coefficients. 

In the following sections we shall be concerned 
with expectation values of the type defined in 
Eq. (2.5). Since the Hamiltonian (2.2) is invariant 
with respect to the operations in Gb , the expectation 
values <M{31 ... IM{3) are likewise invariant. This 
implies that, if as in Eq. (3.2) we separate any 
operator 0 into components OLA which transform as 
basis functions A of the rep r L, then (M {310 LA IM {3) = 0 
if r L is not the identity rep of Gb • As a special 
case, it follows that for a degenerate multiplet M 

(M{31 ,pMvCt),p:rV.(t') IM{3) 

= o(u, u')(ll1{31 ,pMV,,(t),p:rv,,(t') IM{3), (3.10) 

independent of u". For nondegenerate multiplets 
the correlation functions (3.10) could contain non
diagonal elements only for indices belonging to 
complex-conjugate basis functions of complex-con
jugate reps of Gb , a result analogous to that in 
Eq. (3.9). As a second special case it follows from 
the Gb invariance of the expectation value (2.5) 
and from the orthonormality of the V coefficients21 

that, if the ground- and excited-state multiplets 
are each degenerate, then 

(M{31 (,p~P,pl.)(t)(,p:.·,pop.)(t') IM{3) = o(p., p.')o(v, v') 

X <M{31 (,p!p",ph")(t)(y"i.,,,pop,,)(t') IM{3) , (3.l1a) 

(M{31 (y"i •. y"op.)(t')(y"!Py,,h)(t) IM{3) = o(p., p.')o(v, v') 

X <M{31 (,pi."y"op")(t')(y,,~Py,,l.) IM{3) , (3. lIb) 

independent of p." and v". 
iii J. S. Griffith, The Irreducible Tensor Method for Molecu

lar Symmetry Groups (Prentice-Hall, Inc .• Englewood Cliffs, 
New Jersey, 1962). Cf. especially Chap. 2 and Appendix A. 
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Briefly, the expressions (3.10) are independent 
of (T" and the expressions (3.11) independent of 
p." and V" because in the expectation value (2.5) 
we average over all initial states and in (3.10) and 
(3.11) we sum over all final states. This implies 
that in functions of the type considered in Eq. 
(3.11) we may require that the operator products 
Yt~I'(t)Yto~. (t') and Yt1.(t)Yt; •. (t') separately transform 
as basis functions for the identity representation 
of Gb. If either multiplet is nondegenerate, non
diagonal elements are admitted only for indices 
belonging to the complex-conjugate basis functions 
of complex-conjugate reps of Gb. 

The preceding results are not invalidated by 
Jahn-Teller distortions.26

-
28 Such distortions do not 

lift the degeneracy of Gb-degenerate multiplets. 
The reason for this fact, which might appear at 
first glance to be in contradiction to familiar prop
erties of Jahn-Teller distortions, is that for each 
static Jahn-Teller distortion there are other equi
valent static Jahn-Teller distortions connected by 
operations of Gb.29 In the absence of symmetry
destroying external fields, all of these distorted 
configurations are equally likely and contribute 
symmetrically to initial-state averages and final
state sums. This is no longer true with symmetry
destroying external fields, but for such cases one 
should replace the zero-field symmetry group Gb by 
the new real-field symmetry group for which our 
general remarks still obtain. 

4. SINGLET-TO-MULTIPLET TRANSITIONS 

In this section we develop expressions describing 
the excitation of a degenerate multiplet from a 
singlet. By using Eq. (2.8), one can easily apply 
these results to the reciprocal process for which 
the initial state is the degenerate multiplet and the 
final state the singlet. 

When the M = 0 state is a singlet, the (p" p,') 
indices in the Hamiltonian (2.2) and in the correla
tion functions (2.10) are superfluous and may be 
omitted. Noting further that the degenerate excited
state multiplet energies 6h are independent of v, 
we rewrite our basic Hamiltonian (2.2) in the form 

t "",t H t H = 60YtoYto + 61 £..J Yt1.Yth + p + YtoAoYto . 
+ L: Yt;.A 1( ••. )Yth" (4.1) .. ' 

26 H. A. Jahn and E. Teller, Proc. Roy. Soc. (London) 
A161, 220 (1937). 

27 H. A. Jahn, Proc. Roy. Soc. (London) 164A, 117 (1938). 
28 U. ()pik and M. H. L. Pryce, Proc. Roy. Soc. (London) 

A238, 425 (1957). 
29 A. Abragam and M. H. L. Pryce, Proc. Phys. Soc. 

(London) A63, 409 (1950). 

Here 60, 61 are the noninteracting impurity electronic 
energies, Hp is the lattice-phonon Hamiltonian, and 
A o, Al(vv') are phonon operators for the phonon
impurity interactions. The reality of H requires 
that A~ = Ao and Ai( ... ) = Al( •.• ). 

With the indices (p" p,') suppressed, the cor
relation function (2.lOa) describing the singlet-to
multiplet transitions is 

!01(t - t')(vv') 

= (0131 (Yt:Ytlv)(t)(Yt;.·Yto)(t') 1013). (4.2) 

The only states of the phonon-impurity system 
which enter this function are those for which the 
total electronic occupation 

(4.3) 

If we solve Eq. (4.3) for Yt~Yto, we can replace (4.1) 
by the effective Hamiltonian 

Heff = liw10 L: Yt;.Yth + Hpo . 

A 10 ( •• ·) = Al(vv') - A08(v, v'). (4.5) 

For this new Hamiltonian the two-state correlation 
function (4.2) is equal to the simpler one-state 
function 

!Ol(t - t')(,..) = (0131 Yth(t)Yt; •. (t') 1013). (4.6) 

As in Eq. (2.5), the expectation value in (4.6) 
involves the trace over all states for which the 
excited-state occupation (2.3) is M = O. Equations 
(4.4) and (4.6) are, respectively, very similar to 
Eqs. (Il.6) and (Il.7) basic to the analysis in 1. 

An important feature of the singlet-to-single and 
singlet-to-multiplet cases is the fact that we can 
reduce the two-state spectral functions (2.10) or 
(4.2) to the more tractable one-state functions (4.6). 
In the multiplet-to-multiplet case to be treated 
below, no such simplification is possible. 

One feature of the effective Hamiltonian (4.4) 
is particularly noteworthy. This is the fact that in 
the phonon-impurity interaction the separate 
coupling operators Ao and Au ... ) of (4.1) have 
been replaced by the single difference operator 
(4.5). Physically this is not unexpected because the 
transition spectrum reflects the relative energies of 
the phonon-impurity system in the two impurity 
configurations, not their absolute energies. Absolute 
energies are normally reflected in one-state functions 
of the type (4.6). The two-state functions (4.2), 
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which reflect the relative energies of the impurity 
configurations, contain important correlations which 
are absent in products of one-state functions 
(4.6).14.30 For the Hamiltonain (4.1) the one-state 
functions would of course involve the separate 
operators Ao and Al(v.')' The functions (4.6) have 
relevance in the present situation only because 
the effective Hamiltonian (4.4) replaces the Hamil
tonian (4.1). 

It is notationally convenient to represent the 
set of (.(1)2 operators (4.5) as a '(I-dimensional square 
matrix Alo with (vv') components Alo(v.') and to 
interpret the absorption correlation functions (4.6) as 
the (vv') components of a matrix function FoI(t - t'). 
If matrix algebra [in the (vv') indices] is understood, 
we may then easily establish by procedures entirely 
analogous to those used in Sec. 5 of I that 

where 

F(t)O = le-· .... " 

and for M = 0 or 1 

(i)21' 1'1 + h 0 dtl 0 dt2 

(4.7) 

(4.8) 

X (M,BI AIO(tl)AIO(t2) IM,B) - (4.9a) 

= exp { -~ f dt l (M,BI AIO(tl ) IM,B) + (D' 
X [f dtl {I dt2 (M,BI AIO(tI)AIO(t2) IM.B) 

- ! f dtl dt2 (M,BI AIO(tl) IM,B) 

X (M,BI AIO(t2) IM.B) ] - •.. }. (4.9b) 

As we have already noted in Sec. 2, the time depend
ence of the operators in (4.9) and in the equations 
which follow is that appropriate to the Heisenberg 
picture: AlO(t) = exp (iHofft/h)Alo exp (-iHolft/h). 

The preceding expressions are formally identical 
to the singlet expressions (ll.7) through (ll.9), 
except that various components are now matrices 
with respect to the impurity states whereas pre
viously they were scalars. 

The physical interpretation of our present results 
parallels that in 1. The parallel is particularly close 
for degenerate multiplets since, as we have noted 

80 R. Brout, Phys. Rev. 107, 664 (1957). 

in Eq. (3.10), the matrix functions in Eq. (4.7) 
are multiples of the unit matrix. In fact, because 
the expectation value (2.5) is invariant with respect 
to the operations of the site symmetry group Gb, 

each expectation value in the expansions (4.9) is 
separately a multiple of the unit matrix.31 The 
absorption spectrum predicted from the cumulant 
expansion (4.9b) displays a single sharp no-phonon 
line accompanied by vibrational structure. These 
features, which have been discussed in detail for 
the singlet system in Sec. 2 of I, are mentioned 
briefly in the singlet-to-multiplet example treated 
below in Sec. 7. 

As we have discussed in Sec. 3 of I, the purely 
perturbative expansion (4.9a) is useful for the 
computation of spectral moments. Such moments 
are useful when the no-phonon line is weak and 
the vibrational structure has a broad smooth 
envelope.2.4 •

6 

A notable difference between the results of this 
section and those for the singlet system of I is 
related to the matrix character of the present 
coupling operators AlO(t). When the phonon Hamil
tonian Hp in (4.4) is harmonic-that is, bilinear 
in the phonon annihilation-creation operators 
{all! a!}-and the coupling operators AIO ( •• ,) are 
linear in the {a", a!J, the Baker-Hausdorff or 
generalized cumulant expansion (I1.9b) for the 
singlet system rigorously terminates after its second 
term, whereas the corresponding mUltiplet expansion 
(4.9b) does not generally terminate. Factorizations 
of the type used in Sec. 4 of I still apply to the 
phonon parts of the Alo(t) operators; however, those 
factorizations will not "disentangle" the higher-order 
terms of the expansions (4.9) unless the matrix parts 
of the AIO(t) commute. A typical "tangled" com
ponent which appears in the factored fourth-order 
terms of Eqs. (4.9) is 

L: (Alo (,,') (t)A lo (."" ") (t"» 
,'.' ','" 

X (A Io(.,., ') (t')A lo (." 'v'.) (t'''». (4. lOa) 

A cancellation of the type discussed in Sec. 4 of I 
could be arranged if we could replace this component 
by 

L: (A1o( •• ")(t)A1o(.,,.,)(t"» 
,',"," , 

(4.10b) 

31 This does not imply that off-diagonal components of 
the operator matrices Alo(t) do not contribute. Rather, it is 
the statement that whatever off-diagonal elements do con
tribute in a particular expectation value must be accom
panied by "compensating" elements in the same expectation 
value. This feature is apparent in the example of Sec. 7. 
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This is generally possible only if the matrix Alo(t) 
is diagonal. 

5. MULTIPLET-TO-MULTIPLET TRANSITIONS 

In this section we develop expressions describing 
the absorption spectrum appropriate to transitions 
from one degenerate multiplet to another. For this 
case the Hamiltonian (2.2) takes the form 

H = 80 E 1/I~~1/Io~ + 81 E 1/Ii.1/I1> + Hp 
" . 

where A~(~".) = Ao(~'I') and Ai( ••. ) = Au •. ,). The 
correlation functions appropriate to the absorption 
spectrum are those in Eq. (2. lOa). They involve 
states of the phonon-impurity system for which the 
total electronic occupation 

E 1/I~"1/Io,, + E 1/Ii.1/I1' = 1. (5.2) 

This equation, which is the analog of the very 
useful Eq. (4.3), cannot be used to significantly 
simplify the Hamiltonian (5.1) when both ground 
and excited states are degenerate multiplets. We 
cannot here replace the two-state excitation func
tions (2.10a) by simpler one-state functions of the 
type (4.6). Multiplet-to-multiplet transitions are 
inherently more difficult to treat than are transitions 
involving singlets. 

In order to treat the multiplet-to-multiplet case, 
a compact notation is essential. Paralleling the 
treatment of Sec. 4 we use (fofl)-dimensional square 
matrices. The new phonon-impurity operator coupl
ing matrix Alo for this case has the (p.v; p.'v') 
components 

[AIO](".;,,·.,) = 5(p., p.')Au .. ,) - 5(v, v')(A ~)(~"') 

= 5(p., p.')A I(,.,) - 5(v, v')Ao(",~). (5.3) 

It reduces to the expected form (4.5) when the 
M = 0 level is a singlet. We also define matrix 
functions Fol(t - t') and Flo(t - t') whose (p.v; p.'v') 
components are the functions (2.lOa) and (2. lOb), 
respectively. Proceeding as before, we may easily 
establish that for this case the analog of Eq. (4.7) is 

FOI(t) = l~IF(t)oGo(t). (5.4) 

Here 

F(t)O = Ie-' "''' 1 , 

and 

GM(t) = (M,8llFM IM,8) 

- k { dtl (M,81 AIO(tl)lFM IM,8) 

(5.5) 

+ (~r [ dtl 1" dt2(M,81 Alo(tl) 

X AIO(t2)lFM IM,8) - ... (5.6a) 

= exp {-~ [ dtl (M,81 AIO(tl)lFM IM,8) 

+ (~)T1' dtl 1" dt2 (M,81 AIO(tl)AIO(t2)lFM IM,8) 

- ! i' dtl dt2 (M,81 AIO(tl)lFM IM,8) 

X (M,81 A IO(t2)lFM IM,8)J - ... }. (5.6b) 

The integer fM is the degeneracy of the multiplet M. 
In (5.6) lFM is the operator matrix whose (p.v; p.'v') 
components are 

[lFo](".;",.,) 5(v, v')l01/l~~1/Io"" 

[lFI](".;",.,) 5(p., P.')lI1/li.1/I1.,. 
(5.7) 

In going from (5.6a) to (5.6b), we used the fact 
implied by Eq. (3.10) that (M,81 lFM IM,8) = 1. 
If the state M is a singlet, we everywhere set IF M = I 
in Eqs. (5.6) and obtain the results of Sec. 4. 

Equations (5.4)-(5.6) have a formal structure 
very similar to that in Eqs. (4.10). However, the 
expressions of the present section are significantly 
more difficult to evaluate than are those previously 
derived. The expectation values in Eqs. (5.6) contain 
a IF M weighting not previously present. It is not 
generally sufficient to use the approximation 

(M,81 AIO(t l ) ••• AIO(tn)lF M IM,8) 

~ (M,81 AIO(t l ) ••• AlO(tn) IM,8)(M,8llFM IM,8). (5.8) 

Briefly, and somewhat too simply, the factorization 
(5.8) is inadaquate because it precludes from the 
initial-state configuration all static distortions of the 
impurity lattice environment which do not have 
the full Gb symmetry. While symmetric distortions 
are indeed the only admissible distortions if the 
initial state is a singlet, symmetry-destroying Jahn
Teller distortions can and often do occur when the 
initial impurity state belongs to a degenerate 
multiplet in the absence of phonon-impurity inter-

t · 26-28 S h ac IOns. omew at more generally, even if static 
Jahn-Teller distortions do not occur, the left-hand 
side of Eq. (5.8) will contain correlations between 
the dynamic lattice configuration and the electron 
motion not present in the factored right-hand 
side.32

-
35 

32 H. C. Longuet-Higgins, U. <Jpik, M. H. L. Pryce and 
R. A. Sack, ~roc. Roy. Soc. (London) A244, 1 (1958). ' 
(19~6t- D. LIehr and W. Moffitt, J. Chern. Phys. 25, 1074 

34 W. Moffitt and A. D. Liehr, Phys. Rev. 106, 1195 (1957). 
36 W. Moffitt and W. Thorson, Phys. Rev. lOS, 1251 (1957). 
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A related complication present in the calculation 
of the elements of Eqs. (5.6) obtains because the 
time dependence of the operator matrices Alo(t) is 
determined by the fully coupled Hamiltonian (2.2), 
not by the noninteracting phonon Hamiltonian. 
Since the phonon interactions mix the different 
electronic components of the initial multiplet, the 
time dependence of Alo(t) will indirectly involve 
the dynamics of the phonon-coupled initial electronic 
states. Actually, this complication is not entirely 
new to Eqs. (5.6); it is also present in Sec. 4 in a 
slightly simpler form. In going from the Hamiltonian 
(4.1) to the effective Hamiltonian (4.4), we were 
required to replace the phonon Hamiltonian Hp by 
Hpo = Hp + Ao. The operator Ao embodies the 
modifications induced in the phonon spectrum as a 
consequence of the impurity being present in its 
ground state (M = 0). These modifications might 
include, for example, the generation of local phonon 
modes. 36.37 The system in the present section is 
slightly more complicated than that of Sec. 4 
because the impurity system has more ground-state 
degrees of freedom. 

Although the results of this section are mathe
matically more complicated than those presented 
in Sec. 4, or in I, their physical interpretation 
parallels that of the cases discussed previously. 
Again, group theory ensures through Eqs. (3.11) 
that the matrix functions in Eqs. (5.4)-(5.6) are 
multiples of the unit matrix. As in Eq. (4.9), each 
expectation value in the expansion (5.6) is separately 
a mUltiple of the unit matrix. Like the singlet-to
singlet spectra of I and the singlet-to-multiplet 
spectra of Sec. 4, the multiplet-to-multiplet spectra 
display single sharp no-phonon lines accompanied 
by vibrational structure. In this sense all these 
spectra are qualitatively alike. An experimental 
consequence is that the presence or absence of a 
static or dynamic Jahn-Teller effect will not be 
reflected in a splitting of the no-phonon line. 29 .38 

Jahn-Teller effects will be apparent in the no-phonon 
line only if the full Gb site symmetry is destroyed 
by static electric or magnetic fields or by selective 
electromagnetic pumping (which destroys the 
initial-state thermal distribution).39.4o In some cases 

36 E. W. Montroll and R. B. Potts, Phys. Rev. 100, 525 
(1955). 

37 P. Mazur, E. W. Montroll, and R. B. Potts, J. Wash
ington Acad. Sci. 46, 1 (1956). 

38 The lines observed in magnetic-resonance spectra are 
analogous to the no-phonon lines of optical spectra. Cf. D. E. 
McCumber, Phys. Rev. 133, A163 (1964). 

39 B. Bleaney, K. D. Bowers, and R. S. Trenam, Proc. 
Roy. Soc. (London) A228, 157 (1955). 

40S. Geschwind and J. P. Remeika, J. Appl. Phys. 33, 370 
(1962). 

Jahn-Teller effects will also manifest themselves in 
qualitative differences between the vibrational 
structure in emission and that in absorption. 32 

6. NONDEGENERATE MULTIPLETS 

In the preceding two sections we considered 
transitions involving degenerate multiplets. It is not 
difficult to extend our formal results to the case 
of nondegenerate multiplets. We here treat the 
general case in which both the initial and final 
states are such multiplets. Just as the results of 
Sec. 5 reduce in a straightforward manner to those 
of Sec. 4 when one of the multiplets is a singlet, 
both of these examples follow as special cases of 
the system considered below. 

As before, our basic Hamiltonian is of the type 
(2.2) in which the phonons do not couple the 
ground-state (M = 0) and the excited-state (M = 1) 
multiplets. We introduce the operator matrix Alo(t) 
by the definition (5.3) of the preceding section. 
Likewise we introduce the matrix functions FOI(t-t' ) 
and Flo(t - t') whose (J.LIJ; J.L'pl) components are the 
functions (2.10). We define the (w; J.L'pl) components 
of the diagonal matrix function F(t)O to be 

[F(t)O](~.;~,.,) = o(J.L, J.L')o(p, pI) 

X exp [-i(8lv - 8o~)t/h]. (6.1) 

This definition is equivalent to (5.6) when the 
multiplets are degenerate. We next introduce a new 
operator matrix AIO(t) by the matrix equation 

AIO(t) = F( - t)OAIO(t)F(t)°. (6.2) 

For degenerate multiplets, AIO(t) = Alo(t). 
If the integer eM is the number of states in the 

multiplet M and if the matrix operator IF M is 
defined as in Eqs. (5.7), we define a new matrix 
operator W M such that 

WM = lFM«M,BllFM IM,B)t l
• (6.3) 

This clearly has the property that (M,BI W M 1M (3) = 1. 
We next define as the analog of the function GM(t) 
of Eqs. (5.6) the matrix function 

GM(t) = {I - k f dt l (M,BI Alo(tl)WM IM,B) 

+ (~r f dtl {' dt2 (M,BI AlO(tl) 

X Alo(t2)WM IM,B) + ... }(M,BllFM IM,B) (6.4a) 

= (exp {-k { dt l (M,BI Alo(ll)WM IM,B) 
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+ (ir[{ dtl {' dt2 (MiSl AlO(tl)A10(t2)WM IM!S) 

- ! { dt1 dt2 (MiS\ AlO(tl)W M \MiS) 

X (MiS \ AlO(t2)WM \M!S) ] - ... }) 

(6.4b) 

For degenerate multiplets, WM = \}I'M and GM(t) = 
GM(t). 

Using these definitions, we may easily establish 
by the techniques used previously that 

(6.5) 

This equation is the required generalization of 
Eq. (5.4). 

Using the arguments of Sec. 3, we may verify 
that, if the operators {1/tM~} of the multiplet M 
can be grouped into dM linearly independent sets 
of degenerate basis functions determining reps of 
Gb , then each of the functions (6.5) will typically 
display d = dod l ;::: 1 distinct spectra. Each spectrum 
will have one sharp no-phonon line plus its associated 
vibrational structure. If for each multiplet the Gb 

reps are all distinct, the functions (6.5) and each 
expectation value in Eqs. (6.4) will be diagonal 
with d = dod l distinct diagonal elements. If a 
particular Gb rep is repeated within a given multiplet, 
the functions (6.5) may contain off-diagonal elements 
connecting the corresponding basis functions in the 
repeated rep. These off-diagonal elements describe 
a phonon-induced mixing of the corresponding basis 
states. If in this case the functions are diagonalized 
by an appropriate unitary transformation, the same 
transformation will generally not simultaneously 
diagonalize the separate expectation values in the 
expansions (6.4). 

7. A SINGLE-TO-DOUBLET EXAMPLE 

As a simple application of the preceding results 
we consider the singlet-to-doublet transitions of a 
simple three-level impurity system. We consider 
two cases, that in which the site symmetry group 
Gb is Ca (reps A and C.,) and that in which the 
symmetry group is Ca. (reps AI, A 2 , and E). Many 
of our results can immediately be extended to 
systems of higher symmetry, when the actual 
symmetry group contains Ca or Ca. as a subgroup. 
The cubic case Gb = Oh is a notable example. 

The energy-level diagram of the impurity is 
indicated for the Ca and Ca. cases in Fig. 2. For 
Cs. symmetry the excited state is a degenerate 

E (~---c+ FIG. 2. Energy-level dia-

----c_ ~:::n i~be~~~lini~&~~l 

A"A. _______ A 

with site symmetries Ca and 
Ca.. 

doublet whose characteristic operators {1/t.,) and 
{1/t;} are bases for the two-dimensional rep E of 
Ca •. In a site of Ca symmetry the doublet is split 
into two states whose operators are, respectively, 
bases for the one-dimensional reps C., of Ca. We 
assume that the singlet ground state belongs to 
either the Al or A2 reps of Cs• and to the identity 
rep A of Ca. 

Since we are concerned with singlet-to-doublet 
transitions, we can simplify our mathematical ex
pressions by using an effective Hamiltonian similar 
to (4.4) and one-state spectral functions similar 
to (4.6). For the Ca system we use the effective 
Hamiltonian 

where A is the 2 X 2 phonon-operator matrix 

A = [ Ao 
-iA+ 

i~-J' 
Ao 

(7.2) 

The phonon operators Ao = A~ and Ao = A~ are 
invariant with respect to the operations of C3 ; 

the operators A., are related by Hermitian conjuga
tion (A: = A_) and respectively transform like 
basis functions of the reps C., of Ca. For the C 3. 

system w+ = w_; the operators Ao = Ao are invariant 
with respect to the operations of Ca.; and the op
erators A., form a basis for the rep E of Ca •. 

The one-state correlation functions relevant to 
the absorption spectrum are contained in the 2 X 2 
matrix function 

FoI(t - t') 

= [(O,8I1/t+(t)1/t:(t') 10,8) (O,8I1/t+(t)1/t~(t') 10(8)J. (7.3) 

(0,8\1/t+(t)1/t:(t') \0,8) (O,8I1/t-(t)1/t~(t') \0,8) 

Simplifying the expressions of Sec. 6 to singlet-to
multiplet systems, we find that with the Hamiltonian 
(7.1) 

(7.4) 
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where here 

F(t)O = [exp (-0 u,,+ t) ° ] (7.5) 
exp (-ud) 

and 

Go(t) = exp { -~ L dtl (0131 A(tl) 1013) 

+ (iY[L dtl L' dt2 (0131 A(tl)A(t2 ) 1013) 

- ! L dtl d4 (0131 A(tl) 1013)(0i31 A(t2) 10i3) ] - ... }, 

(7.6) 

with (a == w+ -w_) 

A(t) = F( - t)OA(t)F(t)O 

-- (7.7) 
[ 

Ao(t) iA __ (t)e'I1']. 

-- -iA+(t)e-'I1' Ao(t) 

For Cst symmetry these expressions correctly reduce 
to expressions of the type previously derived in 
Sec. 4. 

Since the two excited states of the impurity 
system belong to different reps of Cs, it follows 
from the symmetry arguments outlined in Secs. 3 
and 6 that with C3 symmetry the matrix function 
FOI(t) is diagonal and has the two independent 
nonzero components 

ftl(t - t') = (0131 1/t.,(t)1/t:(t') 10i3). (7.8) 

From Eqs. (7.4)-(7.7) we find that 

ftl(t) = e-'w+' exp { -~ (0131 Ao 10i3) 

+ (iY L dtl f' dt2 «0i31 [Ao(tl)Ao(t2) 

+ A_(tl)e'I1(,,-,.l A + (t2)] 10m 

- [(0i31 Ao 1013)]2) - .•. } 

and 

{al(t) = e-'''-' exp { -~ (0131 Ao 10i3) 

(
i)2 r' t, + h 10 dtl 10 dt2 «0i31 [Ao(tl)Ao(4) 

+ A+(tl)e-· I1
(C.-,.l A-(t2)] 1013) 

- [(0131 Ao 1013)]2) - ... }. 

(7.9a) 

(7.9b) 

For Ca. symmetry FOI(t) is a multiple of the unit 
matrix and fo~(t) = fo~(t). 

To facilitate the physical interpretation of these 
results, it is convenient to consider a specific phonon 
system. We choose a simple harmonic Hamiltonian 

HpO = L: hwia!aq + i). (7.10) 
q 

Here {aq , a:} are phonon annihilation-creation op
erators having the familiar commutation relations 

[aq , aq .] = [a!, a:.] = 0, [aq , a:.] = Ii(q, q'). (7.11) 

The q summation in (7.10) extends over a complete 
set of normal lattice modes. We next assume that 
the phonon-impurity coupling operators have simple 
linear forms: 

Ao = L: [c~a! + (c~*aJ, (7. 12a) 
q 

Ao = L: [~a: + (~*aJ, (7. 12b) q 

A., = L: [c~a! + (c~*aJ. (7.12c) 
q 

For all values of the numerical coupling coefficients 
{c~, c~, c~} these operators satisfy the required 

• t -t - t 
relatIOns Ao = A o, Ao = Ao, and A+ = A_. 

Using properties of the Hamiltonian (7.10),41 we 
find that only even-order terms of the expansion 
(7.9) are different from zero. Typically, 

ftl(t) = e-
i .,+' exp {(iY L dtl f' dt2 

X (0131 [A O(tI)Ao(t2) 

+ A_(tl)e
il1

(h-,.l A + (t2)] 1013) + ... } (7.13a) 

= e- iw+, exp {I: ~ [n(w)po(w) + new - a) 

X p+(w - ~)](eiW' - 1 - u"t)/(hw)2 + ... }. 
(7.13b) 

Paralleling the treatment of Sec. 2 in I, we have 
introduced in the last equation the spectral functions 

Po(w) = i: dt e'W'[Ao(t), Ao] 

= 211' L: Ic~12 [Ii(w - wJ - Ii(w + wJ], 
q 

(7.14) 

p.,(w) = L: dt e'W'[A.,(t), AT] 

= 211' L: [lc~12 Ii(w - wJ - Ic~12 Ii(w + wJ]. 
q 

41 Of. Eq. (14.3). 
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These functions reflect the density of phonon states 
weighted by the phonon-impurity coupling co
efficients. They have the properties 

Po(w) = - poe -w) = Po(w) * , (7.15) 
p.,(w) = - p'f( -w) = p.,(w)*. 

In Eq. (7.13) we have also used the thermal weighting 
function 

new) = [exp (jJw) - lrl. (7.16) 

For Cae symmetry p+(w) = p_(w), and if Po(w) 
is the Ao spectral function analogous to Po(w), 
Po(w) = Po(w). 

If we approximate fo~ (t) by the components 
explicitly indicated in Eq. (7. 13b), it is useful 
and instructive to rewrite those components in 
the form 

X [n(w)po(w) + new - il)p+(w - il)]} , 

where for E = 0+ 

-1'" dw {[I + 2n(w)]po(w) 
'Y.+ - 0 211" (liw)2 

(7.17a) 

+ l ( n(w)p+(w) + [1 + n(w)]p_(w»)} (7 17b) 
;"2 [w + il + iEt]2 (w - il - iEt]2 , . 

- 1·1'" dw {po(w) p 
w+ = w+ - ;"2 0 211" -;;;- + p_(w) w - il 

+ n(w{p_(w) w ~ il - p+(w) w : il]} , (7.17c) 

and 

(7. 17d) 

The corresponding expressions for fo~(t) follow by 
replacing Po(w) by Po(w), p.,(w) by P'f(w), and il 
by (- il). In these equations we have assumed 
that, as is usually the case in three-dimensional 
systems, the linear-coupling spectral functions (7.14) 
vanish at least as fast as w3 as w --7 0 so that 

2 ' p(w)n(w)/w is regular at w = o. Temperature 
(T = h/k(3) enters Eqs. (7.17) only through the 
function new). 

The results (7.17) are very similar to those 
obtained in Sec. 2 of I. By expanding the last 
exponential in (7.17a), one obtains from the first 
term in the expansion a representation of the no
phonon line while the other terms describe the 
vibrational structure. When p+(w) = p_(w) and 
a == w+ - w_ = 0, the difference between these 

results and those in I rests in the replacement of 
the effective density Po(w) of totally symmetric 
phonons by the sum [Po(w) + p.,(w)] of totally 
symmetric and C., (or E) phonon densities. For 
this case the energy shifts w., - w., are temperature 
independent and the no-phonon lines have zero 
width (r., = 0). When p+(w) ~ p_(w) or il ~ 0, 
the results (7.17) differ somewhat from the results 
of I. For example, if p+(w) = p_(w) but il ~ 0, 
Eqs. (7.17) reflect a direct phonon coupling between 
the excited states.42 This direct coupling produces 
a well-known temperature dependence in the position 
of the no-phonon lines; it also gives those lines a 
finite width. 16

•
42 A sensitive measure of the direct 

phonon coupling is the temperature dependence of 
the no-phonon-line frequency difference 

- - All'" dw w+ - w_ = L.l - h2 0 211" [1 + 2n(w)] 

X [p_(w) w ~ il - p+(w) w : ill (7.18) 

Another important characteristic of the direct 
phonon coupling is the line-width ratio 

r +/r _ = [1 + n(il)]/n(il) = exp ((3il). (7.19) 

Its behavior reflects the low-temperature «(3 --7 (Xl) 
limits r .. --7 p'f(!ill)/h2

, r'f --7 0, respectively 
appropriate to il < O. 

In C3 symmetry, where p+(w) may be different 
from p_(w), the frequency difference (7.18) is not 
necessarily zero when il = 0 nor are the expressions 
(7.17c) and (7.18) temperature independent. These 
features reflect the fact that the phonons responsible 
for exciting the state (+) from the state (-) are 
generally different from those exciting (-) from 
(+). In C3 • symmetry p+(w) = p_(w) and these 
distinctions no longer exist. 

While it is true that, if allowance is made for 
the frequency difference a and for the difference 
between the spectral functions p+(w) and p_(w), 
the multiplet spectral functions are very similar to 
the singlet functions computed in I, there are 
fundamental differences which are not apparent in 
Eqs. (7.17). These differences only appear in terms 
of higher order than those indicated in Eqs. (7.13) 
and (7.17). They derive from the fact noted in 
earlier sections that the phonon-impurity coupling 
is governed in the multiplet case by nondiagonal 
matrices A(t). Because these matrices do not com
mute for different time arguments-compare Eqs. 
(4.1O)-the expansion (7.6) does not terminate after 

OJ. H. Van Vleck, Phys. Rev. 57, 426 (1940). 
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two terms even with the harmonic Hamiltonian 
(7.10) and the linear coupling (7.12), whereas the 
corresponding singlet-to-singlet expansion would 
terminate for this special situation. 

Let us investigate the lowest-order correction 
terms to (7.17) for the mathematically simpler case 
of C3• symmetry for which fOl(t) = fo~(t), d = 0, 
Po(w) = Po(w), and p+(w) = p_(w). Proceeding as 
in our derivation of Eqs. (7.13) and (7.17), we find 
after considerable manipulation that to terms of 
fourth order in the phonon-impurity interactions 
(E = 0+) 

fOl(t) = e--r'e-i;;;!e-lrlll 

{f '" dw n(w)eiCd
' 

X exp _'" 27r (Iiw/ [Po(w) + P±(w)] 

f '" dw dw' n(w)n(w') , 
- _'" (27rl Ww W')2 P±(w)P±(w ) 

X we - we + WW i( .. +",')' 
[ 

, i "'. i "," , ]} 

, ('. )2 e , w - w w + w + 'tEt 
(7.20a) 

where 

1'" dw [1 + 2n(w)] 
'Y. = 0 27r (1iw)2 [po(w) + P±(w)] 

f'" dw dw' n(w)n(w') P±(W)P±(w') 
- _'" (27r)2 (h2w W/)2 (w + w' + iEt)2 

X [w w' + (w + w'y] , (7.20b) 

1'" dw 1 
w = w± - 0 27r h2w [Po(w) + P±(w)] 

+ 21'" dw dw' P±(W)P±(w') 
o (27r)2 h~ 

P 
X [1 + 2n(w)] (W')2 _ w2 , (7.20c) 

and 

r = 21'" ~ (Ph~:)yn(w)[l + new)]. (7.2Od) 

The two higher-order terms of (7.20a) not present 
in Eqs. (7.17) affect the observed spectrum rather 
differently. The last term [involving (w + w'») 
contributes a "two-phonon" component to the 
vibrational structure of (7.20a), while the other 
term [involving the (w - w') denominator] modifies 
the "one-phonon" vibrational structure. Although 
both of these terms are reflected in the no-phonon 
strength parameter 'Y!, only the "two-phonon" 
component is reflected in the no-phonon frequency 
wand the line-width r. Note in particular that 
even with p+(w) = p_(w) and d = 0 the two-phonon 

corrections generate a finite width r. Equation 
(7.20d) for that width has a structure we have 
elsewhere associated with Raman scattering by the 
impurity. 16 

It is not difficult to understand the physical 
reason why, even for the simple Hamiltonian (7.10) 
and the linear coupling (7.12), the spectral functions 
for mUltiplet transitions require higher-order cor
rections of the type appearing in Eqs. (7.20). Such 
corrections are not required only if operators of the 
type (7.12) couple to electronic operators which are 
constants of the motion. The totally symmetric 
phonons do not contribute corrections in Eqs. (7.20) 
because they couple to the constant of the motion 
M = (if;:if;+ + if;~if;-); a similar statement applies 
to the singlet transitions discussed in 1. If phonons 
couple to operators which are not constants of the 
motion-the C±(C3 ) and the E(C3 .) phonons of 
this section are examples-then the phonon
impurity coupling depends upon the instantaneous 
state of the impurity as well as upon the state of 
the lattice. Since the present state of the impurity 
clearly depends upon the past phonon interactions, 
the phonon-impurity interaction involves correla
tions between several different phonons. These 
correlations are not relevant when the coupling 
proceeds through an electronic operator which is 
a constant of the motion. Briefly, the "two-phonon" 
corrections in Eqs. (7.20) reflect the simplest phonon 
correlations transmitted by the impurity dynamics. 
The higher-order "one-phonon" components in Eqs. 
(7.20) are corrections to the original one-phonon 
term induced by the two-phonon correlations43 

8. DISCUSSION 

In the preceding sections we have derived Baker
Hausdorff10 or generalized cumulantll expansions 
describing the spectra of a rather general class of 
optical transitions of an impurity imbedded in a 
crystal lattice and in interaction with the phonons 
of that lattice. The results derived in I and in 
Secs. 4 and 5 of this paper are all special cases 
of the general multiplet-to-multiplet expansions dis
cussed in Sec. 6. Those expressions relate to transi
tions between arbitrary impurity multiplets not 
connected by the phonon-impurity interaction. 

<3 v. Ambegaokar, J. M. Conway, and G. Baym (to be 
published) consider related phenomena for the scattenng of 
neutrons by crystals. In their case lattice anharmonicities 
responsible for phonon lifetimes correlate one-phonon and 
two-phonon processes. As a consequence the neutron scatter
ing cross sections contain small correlation corrections which 
must be taken into account if the experimental data are to 
be accurately interpreted in terms of phonon spectra. Cf. 
also B. V. Thompson, Phys. Rev. 131, 1420 (1963). 
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In addition to phonon-impurity systems with 
Hamiltonians of the form (2.2) our results apply 
to systems whose optical properties are accurately 
described by an effective Hamiltonian of that type. 
Briefly, this extended class of systems includes all 
those systems for which the multiplet-connecting 
phonon interactions involve states whose energy 
separations are large relative to phonon energies. 
They are necessarily systems for which the non
radiative transition probability between multiplets 
is small and the phonon relaxation time short 
relative to the spontaneous-emission radiative 
transition probability, since it is only for such 
systems that one can meaningfully introduce quasi
stationary initial ensembles of the type (2.5) which 
have definite total multiplet populations and a 
fixed lattice temperature. We shall discuss these 
points in detail in a later paper. 

Also to be discussed later is the detailed relation 
of the basic spectral correlation functions (2.10) to 
experimentally observable spectra. This connection 
involves specific assumptions about the coupling 
of the phonon-impurity system to laboratory fields 
and reflects the appropriate coupling matrix elements 
and selection rules. Connections to the electro
magnetic field, for example, would involve the 
matrix-element coefficients with which one would 
construct the various muItipole operators from the 
impurity fields {1fM~' 1f~~1 and from the phonon 
fields {aq , a: I. We can anticipate from the electro
magnetic example that the external coupling to the 
phonon-impurity system will generally proceed 
through the impurity fields and through the phonon 
fields. Both couplings eventually lead to expressions 
involving correlation functions of the type (2.10); 
however, phonon assistance is reflected in the spectra 
in different ways. For example, phonon-assisted 
transitions-these are transitions whose total in
tegrated intensity in the spectral region of interest 
increases with the strength of the phonon-impurity 
coupling-can exhibit a no-phonon line if the 

external coupling proceeds through the phonon field 
but cannot exhibit such a line if the external coupling 
proceeds through the impurity fields. 

The simple system of Sec. 7 illustrates this last 
point. We assume that the frequency separation 
A = w+ - w_ in the system of Sec. 7 is large and 
that the spectral region under investigation is the 
neighborhood of w = w_. We also assume that the 
laboratory field couples only to the impurity excited 
state (+) and that matrix elements coupling that 
field to the state ( - ) vanish. The observed spectrum 
will be proportional to the Fourier transform of the 
correlation function to~(t) defined in Eq. (7.8). As 
is clear from Eqs. (7.9), (7.13)~ and (7.17), this 
function displays a sharp no-phonon line near w = w+ 
but not near w = w_, the region of experimental 
interest. If we expand the last exponential in Eq. 
(7.17a), we find that 

(
eO"" Po(w) ei("'+t.)' p+(w)t } 

X [hw]2 + [hew + .1)]2 r(w) + ... . (8.1) 

The second term involves single-phonon frequencies 
added to or subtracted from (w+ - .1) ~ w_. The 
spectrum described by to~ (t) will involve components 
near w_ as well as near w+; however, the no-phonon 
line will lie exclusively at w = w+ ~ w+. Vibrational 
structure in the phonon neighborhood of w = (w+ - n.1) 
for integral n ;:::: 2 is precluded from the higher-order 
terms of the expansion (8.1) by correction terms to 
Eqs. (7.17) of the type considered for Ca. symmetry 
at the end of Sec. 7. This is not surprising, because 
such frequencies do not appear in any term of the 
perturbative expansion derived from Eq. (6.4a). 
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Necessary and sufficient conditions have been determined for the exact preservation of a canonical 
distribution characterized by a time-dependent temperature (canonical invariance) in Markovian 
relaxation processes governed by a master equation. These conditions, while physically realizable, 
are quite restrictive so that canonical invariance is the exception rather than the rule. For processes 
with a continuous energy variable, canonical invariance requires that the integral master equation 
is exactly equivalent to a Fokker-Planck equation with linear transition moments of a special form. 
For processes with a discrete energy variable, canonical invariance requires, in addition to a special 
form of the level degeneracy, equal spacing of the energy levels and transitions between nearest
neighbor levels only. Physically, these conditions imply that canonical invariance is maintained 
only for weak interactions of a special type between the relaxing subsystem and the reservoir. It is 
also shown that canonical invariance is a sufficient condition for the exponential relaxation of the 
mean energy. A number of systems (hard-sphere Rayleigh gas, Brownian motion, harmonic oscilla
tors, nuclear spins) are discussed in the framework of the above theory. Conditions for approximate 
canonical invariance valid up to a certain order in the energy are also developed and then applied to 
nuclear spins in a magnetic field. 

I. INTRODUCTION 

T HERE exists a wide class of nonequilibrium 
systems whose relaxation can be described, at 

least to a very good approximation, by a master 
equation characteristic of a Markovian stochastic 
process. One class of such systems, with which this 
paper is concerned, is that of a dilute subsystem 
(with number density n.) dispersed in a heat bath 
(with number density nh) with n. « nh. It is then 
assumed that the subsystem, which has been 
prepared in an initial nonequilibrium distribution, 
relaxes to the (time-invariant) equilibrium distribu
tion characteristic of the heat bath solely through 
interactions with the heat bath, the inequality 
n. « nh being taken sufficiently strong that inter
actions between the subsystem particles can be 
neglected compared to the subsystem-heat-bath 
interactions. 

In previous studies on the relaxation of such 
subsystem-heat-bath ensembles, it has been shown, 
exactly and analytically, that for some such en
sembles an initial canonical distribution of the 
subsystem (i.e, a Maxwell-Boltzmann distribution 
in energy or velocity) will relax to the final equili
brium canonical distribution corresponding to that 

• Summer Student, National Bureau of Standards. 
t Consultant, National Bureau of Standards. 
t Consultant, National Bureau of Standards. Present 

Address: Rockefeller Institute, New York, N. Y. 

of the heat bath via a continuous (in time) sequence 
of canonical distributions with a time-dependent 
"temperature". We shall refer to this property as 
canonical invariance. Examples of such exact 
canonical invariance are: the vibrational relaxation 
of a set of harmonic oscillators subject to Landau
Teller transition probabilities in contact with a 
heat bath/· 2 the (translational) relaxation of a 
hard-sphere Rayleigh gas,3 and the (translational) 
relaxation of a Lorentz gas with a Maxwellian (r- 5

) 

force law. 4 For many other systems, however, it 
has been shown that an initial canonical distribu
tion is not preserved during the relaxation process. 5 

Some examples of these are: the relaxation of a 
subsystem of harmonic oscillators with exponentially 
varying transition probabilities,6 the relaxation of 
a subsystem of anharmonic oscillators,7 the relaxa-

1 R. J. Rubin and K. E. Shuler, J. Chern. Phys. 2S 59 
(1956). ' 

2 E. W. Montroll and K. E. Shuler, J. Chern. Phys. 26 
454 (1957). ' 

3 K. Andersen and K. E. Shuler, J. Chern. Phys. 40 633 
(1964~ , 

• O. I. Osipov, Bull. Moscow Univ. Ser. III 1, 13 (1961) 
and Ref. 3. 

6 We are discussing here exact analytical results and are 
not concerned, at this time, with approximate theoretical 
treatments or with the approximate fitting of experimental 
data. 

I R. J. Rubin and K. E. Shuler, J. Chern. Phys. 2S 68 
(1956). ' 

7 N. W. Bazley, E. W. Montroll, R. J. Rubin, and K. E. 
Shuler, J. Chern. Phys. 28, 700 (1958). 
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tion of a subsystem of rigid rotators,8 the relaxation 
of a hard-sphere Lorentz gas,3 and the relaxation 
of a subsystem of spins in contact with a lattice. D 

The only variables entering into the relaxation 
equation (the master equation) which can effect 
the preservation or nonpreservation of the initial 
distribution during relaxation are the transition 
probabilities per unit time between the quantum 
states (or the energy states), the degeneracies of 
the energy states, and, in discrete quantum systems, 
the spacing of the energy levels and their total 
number, i.e., finite or infinite. It is of interest to 
determine the necessary and sufficient conditions 
on these variables for canonical invariance for 
Markovian relaxation processes. This program is 
carried through in the subsequent sections of this 
paper. 

Sections II and III are devoted primarily to the 
formal mathematical development. We begin our 
treatment in Sec. II by deriving, from the master 
equation in energy space, the necessary and sufficient 
conditions for canonical invariance for systems with 
continuous energy-level spectra. We then apply 
these results to three specific examples: Brownian 
Motion (Ornstein-Uhlenbeck processes), the Ray
leigh gas, and classical harmonic oscillators. In 
Sec. III we establish the connection between the 
quantum-state master equation and the master 
equation in energy space, and then derive the 
necessary and sufficient conditions for systems with 
discrete energy levels, i.e., quantum systems, for 
both finite- and infinite-level systems. The quantal 
results are then applied to the specific examples 
of the relaxation of (Landau-Teller) harmonic 
oscillators and to spin-lattice relaxation systems. 
In Sec. IV we derive the conditions for the approx
imate preservation of a canonical distribution for 
a finite discrete energy-level system with a level 
spacing small compared to kT. This case is of interest 
in connection with certain spin-relaxation problems. 
In Sec. V we then consider the physical implications 
of our analysis, and the relation of our results to 
some previous work on relaxation processes. 

Our findings may be summarized broadly as 
follows. The conditions for exact canonical in
variance, while physically realizable, are quite 
restrictive. Canonical invariance in a relaxation 
process is thus the "exception" rather than the 
rule. Whenever canonical invariance obtains, the 

8 R. Herman and K. E. Shuler, J. Chern. Phys. 29, 366 
(1958). 

• Except for the trivial case of spin 1, which involves only 
two energy levels. The relaxation of spin systems will be 
discussed in more detail in the body of the paper. 

mean energy of the subsystem undergoes a simple 
exponential relaxation of the type discussed pre
viously by Shuler, Weiss, and Andersen. lO Canonical 
invariance is, however, only a sufficient and not a 
necessary condition for such an exponential relaxa
tion of the mean energy. The analysis presented 
here permits the ready determination of canonical 
invariance from the form of the relevant parameters 
(transition-probability kernel, degeneracy, level 
spacing, etc.), and obviates the need for an explicit 
solution of the relaxation equation. Left open in 
the present study is the important question as to 
approximate canonical invariance, i.e., the extent 
of the deviation from canonical invariance, under 
a weakening of the conditions for exact invariance. 
We plan to consider this problem in a subsequent 
paper. 

II. SYSTEMS WITH A CONTINUOUS ENERGY 
SPECTRUM 

Necessary and Sufficient Conditions 

We first consider subsystems, such as a classical 
gas, in which the individual particles can have any 
energy greater than zero. Let us define P( E, t)dE 
as the probability that a subsystem particle has 
an energy between E and E + dE at time t. We assume 
that P(E, t) satisfies the master equation 

ap~Et t) = fa'" [B(E I E')P(e', t) 

- B(E' I E)P(E, t)] dE'. (2.1) 

The transition probabilities per unit time, for 
transitions from state l to E, B(E r l), are taken 
to be independent of time, i.e., we consider a sta
tionary process. We also use detailed balancing, 

B(E I E')P(E', ex») = B(e' I E)P(E, ex»). (2.2) 

As t ~ ex), the function P(E, t) will approach the 
Maxwell-Boltzmann distribution 

P(E, ex») = g(E)e-P(a>)e/Q[t3( ex»)], (2.3) 

where fJ( ex») == [kT( ex) Wl with T( ex») being the 
heat-bath temperature, the partition function 
Q[fJl = f~ g(E)e-{J· dE, and g(E) is the degeneracy, 
i.e., the density of states with energy E. 

We wish to investigate the conditions under 
which a canonical distribution is preserved during 
the relaxation process, i.e., the conditions under 
which Eq. (2.1) has a solution of the form 

10 K. E. Shuler, G. H. Weiss, and K. Andersen, J. Math. 
Phys. 3, 550 (1962). 
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pee, t) = g(E)e-IlCl ) '/Q[B(t)]. (2.4) 

Such a solution would enable us to define a time
dependent temperature T(t) = l/k{3(t) for all times 
o ::; t ::; <X> for the relaxation process. To find 
the necessary conditions we assume that a solution 
of the form (2.4) exists. Then 

iJP(E, t) = -{~(t) + Q[B(t)]}P( t) (2.5) 
iJt E Q[{3(t)] E, , 

where the dot denotes differentiation with respect 
to t. Since 

~(t) 1'" Eg(E)e-1J(1). dE . 
'" = -(3(t)E(t), (2.6) 1 g(e)e- Il

(I), dE 
~~~~~~ = 

where E(t) is the average energy of the particles 
at time t, Eq. (2.5) reduces to 

iJP(E, t)/iJt = ~(t)[E(t) - E]P(E, t). (2.7) 

The detailed balance condition (2.2) can be used 
to rewrite Eq. (2.1) as 

iJP~E; t) = pee, t) 1'" B(E' I E) 

X [exp {-[B(t) - (3(<x»](e' - E)} - 1] dE'. (2.8) 

With the definition 

aCt) == (3(t) - (3( <x», (2.9) 

the master equation (2.1) can finally be written as 

a(t)[E(t) - e] = 1'" B(e' I e) 

X {exp [-a(t)(e' - e)] - I} de', (2.10) 

where we have made use of Eqs. (2.7) and (2.8) 
above. Equation (2.10) will serve as our starting 
point for the determination of the conditions for 
canonical invariance. 

We assume that the right side of Eq. (2.10) can 
be expressed as 

1'" B(E' I E) {exp [-a(t)(e' - e)] - I} de' 

eracies gee). This will yield an explicit expression 
in terms of aCt) for the left-hand side (llis) of Eq. 
(2.10). The use of a Taylor expansion of the lhs 
of Eq. (2.10) in powers of a will then permit us 
to determine the b ... (E). 

Combining (2.10) and (2.11) we obtain 

'" (_I)m 
a(t)[E(t) - e] = L --, b ... (e)a". (2.13) 

m-1 m. 

We first note that, for Eq. (2.13) to hold for all E, 

the b",(e) must be of the form 

bm(e) = b~. + eb~; m = 1,2, ... , (2.14) 

where b~ and b~ are constants independent of E. 

This follows from the fact that the lhs of Eq. (2.13) 
is linear in E. We can now find the equation satisfied 
by E(t). From Eq. (2.12) it follows that, for m = 1, 

(2.15) 

It has been shown in Ref. (10) that a transition 
moment b1(e) of the form displayed in Eq. (2.15) 
leads directly to the relation 

dE(t)/dt = b~ + b~E(t) (2.16) 

for the exponential relaxation of the mean energy. 
To find the relationship between aCt) and E(t) 

we must introduce an ansatz about the density 
of states gee). We shall use the form ll 

gCe) = e"e'P', (2.17) 

where n > -1 (but not necessarily integer) to 
ensure the normalizability of the canonical distribu
tion. The density of states of a classical free particle 
is of this form with p = 0 and n = -!, 0, or !, 
depending upon whether the motion takes place in 
one, two, or three dimensions. 

For the density of states given by (2.17), the 
mean energy E(t) is 

ECt) = 1'" eg(e)e-Il
(t) ' de / 1'" g(e)e-Il

(t) ' de 

n+l (2.18) 
aCt) + (3( <x» - P 

'" (_1)'" '" 
= L --, b ... (E)a, 

... -1 m. 

An expression for aCt) can be obtained by dif
(2.11) ferentiating (2.18) and using Eq. (2.16), 

where 

(2.12) 

We now determine the coefficients bm(e) by deriving 
an equation for E as a function of time and then 
relating E(t) to aCt) for a particular class of degen-

aCt) = -[aCt) + (3(<x» - p] 

X {b~[a(t) + (3( <x» - p] + b1}. 
n + 1 1 

(2.19) 

11 The form of g(.) in Eq. (2.17) can be shown to be the 
continuum analog of the discrete degeneracy g1 whose 
necessary and sufficient form for canonical invariance can 
be determined unequivocally (see Sec. III and Appendix III). 
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When a = 0, (:J(t) = (:J( co ) and the ensemble will be 
in its equilibrium distribution with aCt) == ~(t) = O. 
From this it follows that 

b~ = - b~[(:J( co) - p]/(n + 1), (2.20) 

and 

aCt) = [- b~a(t)/(n + 1)][a(t) + (:J( co) - p]. (2.21) 

Combining these results with Eq. (2.18), we finally 
obtain 

a(t)e(t) = - b~a(t) (2.22) 

as the desired relation between a and E. We can 
now use Eqs. (2.20)-(2.22) to reexpress the lhs 
of Eq. (2.10) and equate it to the expansion (2.11). 
This yields 

b~{[ ((:J(: ~ -1 P )e - 1]a + n ~ 1 a2
} 

'" (-1)'" ... 
= :2: --, bm(e)a. (2.23) 

",-1 m. 

Comparing coefficients of a we then find 

b1(e) = b~ {1 - e[(:J( co) - p]/(n + 1) I = b~(1 - Ae), 

b2(e) = 2b~e/(n + 1) = b~(A' e), (2.24) 

m 2: 3. 

Clearly these relations could not be realized if 
BCl J e) were a function in the ordinary sense, 
since B(l J e) 2: 0 and (l - e)"' > 0 for e' ¢ e 
for even m. Hence B(e' I e) must be expressed in 
terms of distributions, i.e., 

B(E' I e) = bo(e)a(E' - e) - b1(e)a(1)(e' - e) 

+ !Me)a(2)(e' - e), (2.25) 

where a(m)(e) is the mth derivative of the Dirac 
delta function. When the above expression is sub
stituted into the master equation (2.1) and the 
resulting equation integrated by parts, one obtains 

;i + ! iJe2 [Me)P(e, t)], (2.26) 

with b1(e) and b2(e) given by Eq. (2.24). We have 
thus obtained the interesting result that the transi
tion probability B(e' I E) which gives rise to canonical 
invariance is of the form which leads to the exact 
equivalence between the integral master equation 
(2.1) and the Fokker-Planck equation (2.26). Put 
in other words, it is only for relaxation processes 

described by the Fokker-Planck equation (2.26) 
with the bn(E) given by (2.24) that canonical in
variance obtains for the distribution function. It 
can readily be verified by direct substitution that 
the canonical distribution (2.4) is a solution of the 
relaxation equation (2.26). 

To summarize then, we have shown here that the 
necessary and sufficient conditions for canonical 
invariance for a Markovian relaxation process with 
a continuous energy variable are: 

(a) The transition probability B(l I E) is a sum 
of Dirac delta functions and their derivatives 
as shown in Eq. (2.25). 

(b) The moments b",(e) are given by Eq. (2.24.). 
Condition (a) implies that the master equation is 
exactly equivalent to the Fokker-Planck equation 
(2.26). The above results pertain to degeneracies 
geE) as given by Eq. (2.17). 

Relaxation of the Temperature and Mean Energy 

An explicit expression for the relaxation of the 
temperature T(t) == 1/k(:J(t) can readily be obtained 
from Eqs. (2.20) and (2.21). The integration of 
(2.21) leads to 

[
T(t)- T(CO)][T(O)-T,,] = b,'1 

T(O) - T(co) T(t) - T" e, (2.27) 

with T" == 1/kp. When p = 0, so that gee) = E", 
one obtains the simple exponential temperature 
relaxation 

[T(t) - T( co )]/[T(O) - T( co)] = eb
, 'I. (2.28) 

It can readily be verified from Eq. (2.28) that b~ < O. 
The differential equation for the relaxation of 

the mean energy has already been given [Eq. (2.16)]. 
Its solution is 

[e(t) - e( co )]/[e(O) - e( co)] = eb
, 'I. (2.29) 

This result is independent of the value of p in 
Eq. (2.17) for the density of states. Since E is 
proportional to kT for g( e) = e" with a canonical 
pee, t), the exponential temperature relaxation in 
(2.28) is equivalent to the exponential energy 
relaxation of Eq. (2.29). 

We have thus demonstrated that canonical invariance 
is a SUfficient condition for the exponential relaxation 
of the mean energy.'2 

IS Canonical invariance is, however, not a necessary con
dition. This can readily be seen from the fact that it is neces-
8ll.fY to specify both b,( e) and b2( e) for canonical invariance 
[Eq. (2.24)], whereas only b,( e) needs to be specified explicitlr. 
for the exponential relaxation of the mean energy [see Re . 
(10)]. 
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The Conditional Probability 

The Fokker-Planck equation (2.26) can be used 
to obtain the conditional probability WeE, t; E', 0) 
which corresponds to the transition probabilities 
B(E' I E) given in Eq. (2.25). The conditional proba
bility WeE, t; E', 0), which is defined so that WeE, t; 
E', O)dE is the probability that a molecule has 
energy between E and E + dE at time t given that 
it has energy E' at time t = 0, is the solution of 
Eq. (2.26) for the initial condition 

peE, 0) = ~(E' - E). (2.30) 

To simplify the following expressions, we transform 
to dimensionless units of energy x and time T, by 
letting 

x = E[tl( ex» - p], T = -b!t. (2.31) 

Equation (2.26) then becomes 

apex, T) = P( ) 
aT x, T 

eralized Laguerre polynomials L:', i.e., 

:DL:'(x) = -mL:'(x). (2.36) 

Since the L:' form a complete set of functions, 
we can write 

'" 
1/;(x, T) = L cmL:'(x)D.,(T). (2.37) 

",-0 

It can easily be shown that 

D",(T) = e-m 
•• (2.38) 

The general eigenfunction solution of (2.32) is thus 

'" 
P(x, T) = x"e-~ L c",L:;'(x)e-"'. (2.39) 

",-0 

The Laguerre polynomials have the orthogonality 
relation 

so that 
+ (x _ n + 1) ap~; T) + X a2p~:~ T). (2.32) 'r" 

Cm = r(n + m~ + 1) J
o 

L':"(x)P(x, 0) dx. (2.41) 
Before evaluating WeE, t; E', 

develop the general solution of 
transformation 

0) we shall first 
(2.32). With the 

P(x, T) = x"e-~1/;(x, T), 

Eq. (2.32) becomes 

(2.33) 

a1/;(x, T) = (n + 1 _ x) a1/;(x, T) 
aT ax 

For the initial condition P(x, 0) = ~(x - xo), 
we obtain 

Cm = ml L':n(xo)/r(n + m + 1), 

which yields 

'" , 
W(x, T; XO, 0) = x"e-

x 
]; r(n + : + 1) 

(2.42) 

+ 
a21/;(x, T) 

x ax2 • (2.34) X L:;'(xo)L::'(x)e-m
• = (:}"(1 - e-T 1ei'" 

The rhs of Eq. (2.34) defines the linear operator 

:D = (n + 1 - x)(a/ax) + x(a2/ax2
), 

so that (2.34) can be written compactly as 

a1/;(x, T)jaT = :D1/;(x, T). (2.35) 

The eigenfunctions of the operator :D are the gen-

where the conditional probability can be seen to 
be the difference between two Gaussian terms. It 
is of course well known that Gaussian conditional 
probabilities (in velocity space) lead exactly to 
Fokker-Planck equations. The development pre
sented here shows that while a Gaussian conditional 

(2.43) 

where I .. is the nth-order modified Bessel function 
of the first kind. 13 This is the unique form of the 
conditional probability which preserves the canonical 
distribution. For n = !, Eq. (2.43) becomes3 

(2.44) 

probability is sufficient for the equivalence of the 
master equation and the Fokker-Planck equation, 
it is by no means a necessary form of W(x, T; %0,0). 

13 Bateman Manuscript Project, Higher Transcendental 
Functions, edited by A. Erdelyi (McGraw-Hill Book Com
pany, Inc., New York, 1953), Vol. 2, p. 189. 
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Examples 

We shall now apply the above results to 'some 
specific examples. 

A. Harmonic Oscillator 

Rubin and Shuler1 have derived a partial dif
ferential equation to describe the collisional relaxa
tion of an ensemble of harmonic oscillators in a 
heat bath for the case that hv/kT( 00) « 1. (The 
frequency of the oscillator is v and h is Planck's 
constant.) Physically, this corresponds to replacing 
the discrete quantum oscillator by a quasiclassical 
one whose transitions are still governed by the 
quanta! transition probabilities. Their Fokker
Planck equation is 

1- au(y, t) = 8u + (8y + 1) au + a'u (2.45) 
klO at By y ay2 , 

where u(y, t) is defined so that for integral y it is 
equal to the probability that an oscillator is in 
the yth quantum state at time t, 8 is hv/kT( 00), 
and the unit of energy is chosen such that hv = 1. 
We can compare their result with the Fokker
Planck equation (2.26) derived here. When the 
indicated differentiation is performed, Eq. (2.26) 
becomes 

ap(E, t) b~ {a2p 
at = n + 1 eaT + [eUS(oo) - p] 

ap } + 1 - n] a;- + USC 00) - p]P . (2.46) 

With n = 0, p = 0 for the harmonic oscillator 
[gee) = 1], it can readily be seen that Eqs. (2.45) 
and (2.46) are identical except for notation. The 
canonical invariance and exponential relaxation of 
the mean energy found by Rubin and Shuler for 
their quasiclassical oscillators is thus seen to be 
consistent with the general formulation developed 
here. 

B. Rayleigh Gas 

Andersen and Shuler3 derived the following 
Fokker-Planck equation for the relaxation of a 
hard-sphere Rayleigh gas: 

apex, r) k a { 3 
or = R ax (x - ~)P(x, r) 

+ :x [xP(x, T)]}. (2.47) 

Here x is the reduced dimensionless energy, 
x = E/kT2' where T2 is the temperature of the 

heat bath and E is the kinetic energy of the sub
system particles. We can transform our Eq. (2.26) 
to one analogous to (2.47) by transforming to the 
reduced energy variable x = e[,s( 00) - pl. Equation 
(2.26) then becomes 

apex, T) = b~US( 00) - p] ~ 
aT n + 1 ax 

x {(X - n - I)P(x, T) + :x [xP(x, T)]}. (2.48) 

For the three-dimensional Rayleigh gas, n = ! and 
p = 0, and (2.48) is thus identical with (2.47) with 
2bU3kT2 = kR • The translation relaxation of a 
hard-sphere Rayleigh gas in energy space is thus 
shown to be, as already demonstrated explicitly 
in Ref. 3, another specific example of canonical 
invariance. 

c. Ornstein-Uhlenbeck Process 

Bowen and Meijer14 have shown that for a 
one-dimensional Ornstein-Uhlenbeck relaxation pro
cess (I.e., Brownian motion in the absence of external 
forces), a velocity distribution which is initially 
Gaussian will remain Gaussian in form. This is 
true for two and three dimensions as well. The 
Fokker-Planck equation for the velocity probability 
density function for three-dimensional Brownian 
motion is16 

aw(u, t)/at = 'YV .. (Wu) + h/,s( 00 )m]V!W, (2.49) 

where u is the velocity of the particle, m is its mass, 
and l' is the friction coefficient (Chandrasekhar's ,s). 
When this equation is converted to an equation 
for the energy probability density function, the 
result is of the form of Eq. (2.26) with 

b1 (e) = [3'Y/,s( 00 )] [1 - ~e,s( 00 )], 
(2.50) 

bie) = [3'Y/,s( 00 )](te). 

This is in agreement with Eqs. (2.24), since p = 0 
and n = ! for three-dimensional Brownian motion. 
The "Gaussian invariance" of the Ornstein
Uhlenbeck process is thus shown to be another 
specific example of canonical invariance. 

m. SYSTEMS WITH A DISCRETE ENERGY 
SPECTRUM 

Transition from the Quantum State to the Energy
Level Master Equation 

We now consider systems which have a discrete 
energy spectrum such that 

14 J. J. Bowen and P. H. E. Meijer, Physica 26, 485 (1960). 
1. s. Chandrasekhar, Rev. Mod. Phys. 15, 1 (1943). 
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o = Eo < E1 < E2 < ... , 
where every energy-level E. can be reached from 
every level E~ in a finite number of steps, i.e., the 
energy-level system is irreducible in the sense of 
Markov chains. Each level has a degeneracy, g., 
and there may be a finite or infinite number of 
levels. In the finite case let there be N + 1 levels, 
so that the highest energy is EN. 

We use two quantum numbers, i and fT., to 
designate a quantum state. The first denotes the 
energy level and the second denotes the quantum 
state within that level. The value of fT. is an integer 
between 1 and g •. We define P;'(t) to be the proba
bility that a system is in state i, fT. at time t, and 
assume that it satisfies a master equation: 

i = 0, 1, ... N; fT. = 1,2, .,. g.. (3.1) 

The transition probabilities B;'?, which denote 
the probability per unit time for a transition from 
state j, fTj to state i, fT., are again taken to be in
dependent of time. We define B;';' = 0, for i = 
0, 1, ... N, and fT. = 1, 2, ... g,. The equilibrium 
distribution is given by 

P;'(oo) = e-Il(o>l"/Q[,B(oo)], (3.2) 

where QLB] = Ef-o E::-1 e-Il'1 = Ef-o gje-Il ' I. 
We require that the degeneracies gj be such that 
Q[/3] remains finite for the case N = 00. Detailed 
balancing holds in the form 

B::v,P~'( 00) = B~:v'P;'( 00). (3.3) 

We now wish to examine the conditions under 
which the quantum-state master equation preserves 
the form of the canonical ensemble, i.e., the condi
tions under which Eq. (3.1) has a solution of the form 

P:'(t) = e-Il(ll"/Q[,B(t)]. (3.4) 

In Appendix I it is shown that this is possible if 
and only if: 

(a) the corresponding energy-level master equation 

dP.(t) = t [B.P. - B.P.] (3.5) 
dt i-O~' I 11' 

has a canonically invariant solution of the form 

In Eq. (3.5), the quantity p.(t) is defined as the 
probability that a system is in the energy level E, 

at time t, and B;; is the transition probability 
per unit time for a transition from energy level Ej 

to E.. These "energy level" variables are related 
to the corresponding "quantum state" variables by 

0' 
p.(t) = E P;'(t), (3.8) 

cri-l 

(3.9) 

with B .. = 0. As is shown in Appendix I, the B;; 
satisfy detailed balancing with 

(3.10) 

The condition (3.7) on the quantum-state transi
tion probabilities B;:v, has the following physical 
interpretation. If the population of a state is 
dependent only upon its energy (as is the case in a 
Boltzmann distribution) then the rate at which 
transitions are made from level j to the states in 
level i must be the same for all states in level i. 
This condition ensures that, if at one time P:' is 
independent of fT;, then this independence holds 
for all subsequent times. 

Necessary and Sufficient Conditions 

We now wish to find the necessary and sufficient 
conditions for Eq. (3.5) to have a solution of the 
form of (3.6). That is, we wish to determine the 
conditions imposed, if any, on the degeneracies g" 
the transition probabilities per unit time B;;, and 
the level spacing E. - Ej for P let) to be canonically 
invariant. As in the previous section [see Eq. (2.10)] 
we find that the existence of such a solution, together 
with the detailed balance condition, implies that 

N 

a(t)[E(t) - e.] = E B;;[e-a(l) ('j-'" - 1], (3.11) 
;-0 

where a(t) = /3(t) - /3( 00). We define the function 
B(e; i) of the continuous variable e and the discrete 
variable i by 

N 

B(E; i) = 2: Bj;5(e - Ej). (3.12) 
j-O 

(3.6) The Laplace transform CB(a; i) of this function is 
and (b) CB(a;i) == £{B(E;t)} 

OJ 

.L B:;'j is independent of fT •• (3.7) (3.13) 
'j-l 
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Equation (3.11) can now be written as 

(3.14) 

From this we find 

and 

B(E; '/,} = £-1 {e-«"[(B(O; '/,} + ai - E,a]} 

= (B(O; '/,}a(E - E,) + £-1 {e-«';[ai - E,a]}, (3.16) 

where £-1 denotes the inverse Laplace-transform 
operator. By successively setting i = 0 and i = 1 
we can rewrite the last term of (3.16) to obtain 

(3.15) (see Appendix II) 

B(E; '/,} = [ (B(O; '/,) - ~ (B(O; 1) + (~ - 1 )(B(O; 0) }(E - E,) 

- (~ - 1) t BjOa(E - E, - Ej) + ~ t Bjla(E - E, - Ej + El)' 
El j-O El j-O 

(3.17) 

A comparison of Eq. (3.17) with Eq. (3.12) then yields 

B", = ~ t Bjlt:..(E, + Ej - El, Er.) - (~ - 1) t Bjot:..(E' + Ej, E,,), 
El j-O El j-O 

(3.18) 

where t:..(a, b) is the Kronecker delta 

t:..(a, b) = 1, a = b, 

= 0, a ~ b. 

We shall now show that, if the system has more 
than two energy levels, Eq. (3.18) implies that 
E, = iEl for i = 0, 1, 2, .... For let us consider 
the expression for B", for i ~ 2 and i > k, where 
B", is to be greater than zero. Then the second 
summation can never contribute since E, + E; > Er. 
for all j. The first sum contributes a term only for 
values of j such that 

(3.19) 

This can only occur (for i ~ 2) for j O. For 
j = 1, B", = 0 since Bll = 0; for j ~ 2, Eq. (3.19) 
cannot hold with i > k. Hence, Eq. (3.19) reduces to 

(3.20) 

The argument for i < k ~ 2 follows from detailed 
balance. Since we are concerned here only with 
sets of levels which are irreducible (in the sense 
of Markov chains), it follows that 

(3.21) 

as asserted. The energy levels are thus uniformly 
spaced. 

Next we will show that only a small number 
of the B;o and B jl can differ from zero, and that 
they can be expressed in terms of B 01' Consider 
first the expression for B H for i ~ 2. According to 
Eqs. (3.18) and (3.21) and the argument of the 
last paragraph we must have 

B12 = 2Bol , 

Bu = 0, i> 2. 

From detailed balance we conclude that 

Btl = 0, i > 2, 

B2l = (2gd gl)Bole-{J("")e· • 

Furthermore, it is easily verified that 
for i ~ 2 since 

Boo = i EB;lt:..(i - 1 + j, 0) 
i 

- (i - 1) E B;ot:..(i + j, 0), 
j 

(3.22) 

(3.23) 

Bo, = 0 

(3.24) 

and both Kronecker deltas are equal to zero when 
i > 1. The transition probability B 10 can be written 
in terms of BOl as 

B (/ )B -{J(""},. 
10 = gl go Ole • (3.25) 

Collecting now the results of Eqs. (3.18), (3.21), 
(3.23), and (3.25), we can finally write the general 
expression 

B - B {~A(' 1 k) + -{J(""},; .H - 01 u'/, -, e 
El 

X [2 ~ g2 - (~ - 1) gl]t:..(i + 1, k)} , (3.26) 
El gl El go 

which is valid both for i > k and i < k. It is imme
diately evident that B ko is nonzero only when 
k = i ± 1. We have thus obtained the interesting 
result that, for canonical invariance, transitions can 
occur only between nearest-neighbor levels. 

The above results are in accord with the results 
in Sec. II for continuous energy-level systems where 
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we have shown that canonical invariance obtains 
only when the kinetic equation is a Fokker-Planck 
equation as displayed in (2.26). The kinetic equation 
for discrete energy-level systems with equally spaced 
levels and with transitions only between adjacent 
levels is equivalent, in the limit of vanishing level 
spacing, to a Fokker-Planck equation. 

We shall now derive the necessary and sufficient 
conditions on the degeneracy gk for canonical 
invariance. We rewrite Eq. (3.26) as 

B~j = BOl[i~(i - 1, k) 

+ e-~("')"(ai + b)~(i + 1, k)], (3.27) 

where we have used the result Ej = iEI of Eq. (3.21) 
and where we have set 

a = 2g2 
_ gl and b = 9..!. (3.28) 

gl Yo go 

From detailed balancing we find 

fl!±! _ Bk+l.ke-~("')" _ a(k + f) 
gk - Bk .k+l - k + 1 ' 

'(3.29) 

where f = bla. From Eq. (3.29) it then follows that 

(
k + f - 1) k gk = k a go· (3.30) 

Equation (3.29) is the general condition on the 
degeneracies for canonical invariance. It is valid 
for both an infinite-level system and a finite-level 
system. If the number of levels is infinite, we can 
readily show that a ~ 1. It is easily seen with the 
aid of Eq. (3.29) that a cannot be zero or neg
ative. Also, if 0 ~ a < 1, then Eq. (3.29) leads to 
limlH ", Yk+l/gk = a < 1; hence from (3.30), it 
follows that limk-+", gk = 0, which is impossible 
since all the gk are positive integers. Therefore 
a ~ 1. In this case f must be positive, and Eq. 
(3.30) is the general form of the degeneracy for 
canonical invariance of an infinite-level system. The 
requirement that Q(fJ) be finite when N = 00 implies 
that 

(3.31) 

and therefore that (J(t) > O. 
A further condition applies when N, the index 

of the highest energy level is finite. Since transitions 
still take place only between nearest neighbors, it is 
sufficient to consider an infinite set of levels and 
require that there be no transitions between levels 
Nand N + 1, i.e., that BN + 1•N = O. According to 
Eq. (3.27), this requires that aN + b = 0 or 

f = -N. (3.32) 

This result is also necessary. While this value of 
f cannot be substituted directly into Eq. (3.30) 
since we would then have gamma functions of 
negative integer arguments, we can substitute it 
into Eq. (3.29) and again use recurrence relations. 
In this way we obtain the recurrence formula 

gk+l = b(l - kin) 
gk k + 1 

(3.33) 

and the form of gk for finite N is then found to be 

(3.34) 

It can now readily be verified by direct substitu
tion that the canonical distribution (3.6), with the 
gj, Ej, and B j ; as given above, is a solution of the 
relaxation equation (3.5), so that the above neces
sary conditions are also sufficient. 

To summarize then, we have shown that the nec
essary and sufficient conditions for canonical in
variance for a Markovian relaxation process with a 
discrete energy variable are: 

(a) The sum LUi B~~al is independent of O'j [Eq. 
(3.7)]. This means that, if the population 
of a state is dependent only on its energy 
(as it is in the Boltzmann distribution), 
then the rate at which transitions are made 
from level j to the states in level i must 
be the same for all states in level i. 

(b) The energy levels are uniformly spaced with 
E; = iEI [Eq. (3.21)]. 

(c) Transitions take place only between nearest
neighbor levels [Eq. (3.26)]. 

(d) The transition probability per unit time Bk; 
is a sum of Kronecker deltas as shown in 
Eq. (3.27). 

(e) The degeneracy gk is as given in Eq. (3.30) 
for N = 00 and in Eq. (3.34) for N finite. 

Relaxation of the Temperature and Mean Energy 

We now investigate the relaxation of the mean 
energy E(t) and the temperature T(t) == [k(J(tW I 

for the canonically invariant distribution function 
Pi(t) as given by Eq. (3.6). Substitution of Eq. 
(3.27) into Eq. (3.11), together with the use of 
the definition 

and the relation Ek = hI [Eq. (3.21)] with Uk as 
given by Eq. (3.30), leads to the differential equation 
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~(t) = -(B01/E1) 

X {[e~(I)" - a][e-~(OO)" - e-~(I) "]} (3.36) 

for the time-dependent temperature function (J(t). 
The solution of this equation is 

where 

and 

1 [e~(OO)" + aDe-b.,tJ 
(J(t) - - In - El 1 + De-b.,t , 

D = [efl(O)" - e~(OO)"]/[a _ l(O)"] 

b - B [1 ae-/l(oo) "] 01 - 01 - • 

(3.37) 

(3.38) 

(3.39) 

The inequality in Eq. (3.31) assures that bOI > O. 
This is also consistent with Eq. (3.37) as t --t CD. 
Equation (3.37) is the desired result for the relaxa
tion of the "temperature" (J(t) == [kT(t)rl for a 
canonically invariant distribution function. It will 
be noted that, in the discrete energy-level system 
(quantum case), the temperature does not undergo 
a simple exponential relaxation. 

We now wish to investigate the relaxation of the 
mean energy e(t). It can readily be verified from 
Eq. (3.27) that 

00 

E Bk;(E/r - E;) = - bOlE; + bE1Bole-/l(OO) " 
k-O 

(3.40) 

with d being a constant independent of E;. Equation 
(3.40) is the discrete analogue of Eq. (2.15) with 
the quantity Ek Bk;(Ek - E;) being the discrete 
analog of the transition moment bl(E). As is 
shown in some detail in Ref. 10, Eq. (3.40) leads 
to the relaxation equation 

de(t)ldt = -bOle + d 

for the mean energy e(t), with the solution 

[E(l) - E( CD )]/[e(O) - E( CD)] = e-bOlI
• 

(3.41) 

(3.42) 

We have thus shown that canonical invariance implies 
the exponential relaxation of the mean energy. 

It should be noted that, for a finite number of 
levels, nothing we have done restricts (J(t) == [kT(t)r1 
to positive values. All the above necessary and 
sufficient conditions for canonical invariance and 
the results obtained for the relaxation of the tem
perature and mean energy will hold and are still 
valid for subsystems with an initial canonical dis
tribution ",ith negative temperatures. For an 
ensemble consisting of a subsystem with an initial 
negative temperature T.(O) < 0 and a heat bath 

with a positive temperature Tb > 0, the temperature 
relaxation of a canonically invariant subsystem 
distribution would proceed from T.(O) < 0 to 
T I ( CD) = Tb via an lIinfinite temperature" TI(t) = CD 
at some time t. 

Finally we return to mention an apparent dis
crepancy between the analyses in the continuous 
and the discrete case. We have shown, in the 
discrete case, that the equations themselves de
termine the allowable form of the degeneracies 
[cf. Eq. (3.29) et seq.]. On the other hand, we chose, 
apparently somewhat arbitrarily, a particular form 
for gee) in the continuous case which conveniently 
allowed us to evaluate several integrals. It Can be 
shown however (Appendix III), by starting from 
the results for a discrete set of levels and passing 
properly to the limit where the spacing approaches 
zero, that the resulting form of the degeneracy (I( E) 
is the one which we used in Eq. (2.17). 

Examples 

There are two physically important systems which 
satisfy all the conditions for the exact preservation 
of the form of the canonical ensemble. The first 
is a nuclear spin of t (or a group of identical, non
interacting spins of t) in a magnetic field interacting 
with a lattice (heat bath). This, however, is a 
somewhat trivial example since a two-level system 
can always be characterized by a temperature. 

The other example is that of a system of harmonic 
oscillators in weak interaction with a heat bath. 
Montroll and Shuler2 derived an equation for the 
collisional relaxation of an ensemble of harmonic 
oscillators of which a small fraction is excited to an 
initial vibrational nonequilibrium distribution, while 
a large excess of unexcited oscillators serves as a 
heat bath. This equation is 

dx .. (t) k lO { -6 
-dt = -6 ne X .. -l 

1 - e 

- [n + (n + l)e- 6]x .. + (n + l)x .. +d (3.43) 

n = 0,1, .. , , 

where x .. (t) is the fraction of excited oscillators in 
level n at time t, and (J = h"lkT( 00). They found 
that an initial Boltzmann distribution relaxes to 
the final Boltzmann distribution at the heat-bath 
temperature via a continuous sequence of Boltzmann 
distributions. The harmonic-oscillator energy levels 
are nondegenerate, so that our Eq. (3.27) reduces to 

B k ; = Bo1 [i.:1(i - 1, k) 

+ e-/l(OO)"(i + 1).:1(i + 1, k)]. (3.44) 
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This is the form of the transition probability used 
by Montroll and Shuler based on the Landau-Teller 
prescription; its use in the master equation (3.5) 
yields 

d~.?) = BOl {ie-~(",)o'Pi-1(t) - [i + (i + l)e-~("')o,] 

x p.(t) + (i + I)PH1(t)}, i = 0, 1, (3.45) 

which is identical with Eq. (3.43). 
It should be pointed out that spin systems in 

general do not obey the conditions derived here for 
canonical invariance. While the levels will be equally 
spaced in a magnetic field, and while transitions 
may be only between adjacent levels, the degen
eracies are not of the required form (3.34). The 
relaxation of spin systems (except for the trivial 
case of spin !) can therefore not be described by 
a "spin temperature" in a rigorous sense. However, 
as will be discussed in the next section, there can 
be under certain physical conditions an approximate 
preservation of the canonical distribution which 
would permit one to ascribe an approximate "spin 
temperature" to the relaxation of such systems. 

It should be noted that the analysis of this 
section clearly shows that the relaxation of a system 
of quantal rotators cannot be canonically invariant 
since the energy levels are not uniformly spaced 
(e. ~ iel) for such systems. This result is in agree
ment with the calculations of Herman and Shuler8 

on the relaxation of a system of rigid rotators. 

IV. APPROXIMATE CANONICAL INVARIANCE 

Up to this point we have only considered the 
conditions under which the form of the canonical 
ensemble is preserved exactly. These conditions are 
very restrictive and rule out many systems of 
physical interest. For example, a system of nuclear 
spins with I = 1 in a magnetic field cannot exhibit 
exact canonical invariance since the degeneracies 
do not satisfy Eq. (3.34). 

It may, however, be a useful procedure under 
certain conditions to consider the approximate 
preservation of the canonical distribution during a 
Markovian relaxation process. In this section we 
shall study the special case in which there are a 
finite number of energy levels with a spacing t.e 
small compared with kT, i.e., t.e/kT « 1. If the 
form of the canonical ensemble were preserved 
exactly, then the order of magnitude of both sides 
of the master equation (3.1) would be B{3e, where 
B is a typical value of the B~~v/, {3 is the larger 
of (3(0), and (3( 00), and e is approximately eN - eo. 

We shall investigate the conditions under which 
canonical invariance is maintained when quantities 
of the order of B{32 e2 are neglected. Only an outline 
of the proofs will be given since the methods are 
similar to those already described in the previous 
sections. 

The quantal time-dependent canonical distribu
tion function is 

e-~(I) OJ 

P~i(t) = -N-:-:--

E g;e-{J(I)o/ 
j-O 

1 - (3(t)e. + O({32e2
) 

= R - (3(t)S + 0({32E2) 

i = 0, 1, ... N, (4.1) 

where R = Ef-o gj and S = Ef-o gjE;. We now 
assume that these p~j will satisfy Eq. (3.1) when 
quantities of order B{32 i are neglected. By the same 
methods used in Appendix I for the exact invariance 
it can be shown that this is the case if and only if: 

(a) the equations 

dP,(t) _ {:.. 
dt - L... [BiiPi - Bi.P.], 

i-O 

i = 0, 1, ... N (4.2) 

possess a solution of the form 

Pi(t) = ~i [1 + (3(t)~ - Ei) J + O({3?), (4.3) 

and (b) 

t {gj[Bii - g. t B~:V/J 
i-O gi Vjal 

- g.[Bi' - t Bw·J} + O(B{32E2) = 0, (4.4) 
0';-1 

t {g/ §. - ei)[Bii - g~ t B~:V/J ,~O \R g, Vj-l 

- gi~ - e.)[Bii - V~ B~:Vi]} + O(B{3e2
) = 0, 

CT, = 1, 2, ... g.. (4.5) 

The B;; are defined in Eq. (3.9). As might be 
expected, these necessary and sufficient conditions 
are less stringent than those derived for the exact 
preservation of the form of the canonical ensemble. 
A simple example for which condition (b) is satisfied 
is that of nondegenerate energy levels where all 
the Uk are unity. 

As in the exact case [see Eq. (3.11)], we find 
that condition (a) implies that 
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~(t)~ - E,) = - [.8(t) - ~(oo)] 
N 

X L: Bj,(Ej - E,) + O(B~2E2), (4.6) 
;-0 

which can be rearranged to give 
N 

~(t) _ - L: Bj,(Ej - E,) 
~(t) - ~(oo) - j-SIR _ E, + O(B~E). (4.7) 

Equation (4.7) can be fulfilled only if 
N 

L: Bj,(Ej - E;) 
(i) j-O is independent of i 

SIR - Eo 

for E, ¢ SIR, 

when quantities of order B~E are neglected, or 
N 

(ii) L: B;;(Ej - E,) is of O(B~E2) 
j-O 

when E, = SIR. 

If we now set the lhs of Eq. (4.7) equal to a constant 
b (independent of i) we obtain 

[.8(t) - ~(oo )]1[.8(0) - ~(oo)] = e- bt (4.8) 

for the relaxation of the "temperature" ~(t) == 
l/kT(t) with lib equal to the "relaxation time". 

To summarize then, in order for a quantum-state 
master equation to preserve the form of the canonical 
distribution to within first order in ~E, it is necessary 
and sufficient that 

(a) 

N 

L: B;;(Ej - E,) 
;-0 

S Ii - E, 

be independent of i to within quantities of order B. 
(4.9) 

(b) t {(lj[Bii - (I, :t B~r'IJ 
j-O (lj "1-1 

- (I,[B j , - :t Bw·J} + O(B~?) = O. (4.10) 
C1j-l 

(c) t {gl §.. - Ej)[Bii - (I~ :t B~~"IJ ,-0 \R (I, "1-1 

- (I,~ - E,)[B;; - }~m:"J} 
+ O(B~E2) = O. (4.11) 

There are (N + I? quantities in the Bij matrix. 
All the diagonal elements, Bit, are taken to be zero, 
so there can be as many as N(N + 1) nonzero BI/s. 

The detailed balance conditions impose N[!(N + 1)] 
independent linear relationships among the B,j, 
and the condition that b be independent of i imposes 
at most N additional linear relationships. The 
number of matrix elements Bij (with i ¢ J) minus 
the number of relationships is at least N[!(N - 1)]. 
Therefore, it is always possible in the case con
sidered here to construct a set of B ii (which may 
or may not represent a valid description of a physical 
system) which lead to canonical invariance to within 
order ~E, independent of the spacing of the energy 
levels (as long as t:.E/kT « 1) and independent 
of the form of the degeneracies. This conclusion 
follows directly from the conditions (4.9)-(4.11) 
above for N 2: 2. When N = 1, there are only 
two energy levels in the system and the canonical 
distribution can always be preserved exactly. 

Example 

The ortho-hydrogen molecule in a magnetic field 
forms an example of a system which exhibits the 
approximate preservation of the canonical distribu
tion of the type discussed above. I6 There are three 
nondegenerate nuclear states with energies 0, Ell 

and 2EI. The condition that b be independent of i 
leads to the following two conditions: 

BIO + 2B20 = 2B02 + B12 + O(B~E), 
- BOI + B2I = O(B~E). 

The detailed balance conditions are 

BOI = B10 + O(B~E), B02 = B20 + O(B~E), 
BI2 = B21 + O(B~E). 

The solution of Eqs. (4.12) and (4.13) is 

B12 = B21 + O(B~E) 
= BOI + O(B~E) = B10 + O(B~E), 

B02 = B20 + O(B~E). 
The relaxation time b is then given by 

b = B10 + 2B20 . 

(4.12) 

(4.13) 

(4.14) 

(4.15) 

Needler and OpechowskiI6 found that the transition 
probabilities applicable to their model satisfied these 
equations. 

v. DISCUSSION 

The conditions for the preservation of an exact 
canonical distribution in Markovian relaxation pro
cesses are extremely severe. They involve restrictions 

IS G. T. Needler and W. Opechowski, Can. J. Phys. 39, 
870 (1961). 
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upon the interaction of the system of interest with 
the reservoir and upon the energy-level spectrum 
of the system itself. In this section, we discuss 
briefly the physical import of some of the imposed 
conditions, the relationship of the process described 
here to Brownian motion in an arbitrary field of 
force, and the connection between our results and 
those of previous investigators. 

The forms of the transition probabilities given 
by Eq. (2.25) in the continuum case and by Eq. 
(3.27) in the discrete case, imply that each inter
action between the system and the reservoir must 
be weak. However, while weak interactions are a 
necessary condition for canonical invariance, they 
are not a sufficient condition. This is evident since 
the forms of the coefficients bl (E) and b2 ( E) must be 
specified by Eq. (2.24) in the continuum case, and 
the forms of the transition probabilities Bi.i+l and 
B i • i _ l must be specified by Eq. (3.27) in the discrete 
case. The deeper physical significance, if any, of 
these particular forms of bm(E) and B i • i are not 
clear to us at this time. 

The forms of the bm(E) and B i • i for canonical 
invariance also yield, as is to be expected, the 
correct expressions for the energy fluctuation of a 
canonical distribution at the temperature T(t). In 
the continuum case, for instance, it can readily be 
shown that the mean value of the jth power of 
the energy is related to the jth power of the mean 
energy by 

7(t) = [(j + n) Vn! (n + l)i][E(t)]i, (5.1) 

when gee) is given by (2.17) with p = O. From 
Eq. (5.1) one can readily obtain the following 
expression for the fluctuation (mean-square devia
tion) of the energy: 

"let) - [e(t)]2 = (n + 1tl [e(t)]2. (5.2) 

The fluctuation of the energy for a canonical 
ensemble is usually written as 

(5.3) 

where CT is the heat capacity at constant volume. 
For e(t) = (n + l)kT(t), as will be the case for 
gee) = l' and with Cv(t) = de(t)/dT(t), Eq. (5.2) 
is equivalent to (5.3). Thus, the form of the bm(E) 
assures that the fluctuation of the energy at all 
time t are those of a canonical ensemble at the 
temperature T(t). An analogous result can be 
obtained for the discrete energy-level spectrum. 
The forms of the b's and B's are necessary and 
sufficient for this canonical fluctuation. 

We shall now investigate whether Brownian 

motion in an arbitrary field of force preserves the 
canonical form of the probability density peR, u, t). 
The quantity peR, u, t) dR du is the probability 
that the Brownian particle has a postion between 
Rand R + dR and a velocity between u and u + du 
at time t. The Fokker-Planck equation for Brownian 
motion in a field of force F(R) can be derived from 
the Langevin equation and is given by 

ap + u. V P + F(R) - V P at R m U 

= 'YV .. ·(Pu) + m(3(oo) v!P, (5.4) 

where m is the mass of the Brownian particle, l' is 
the friction coefficient, and (3( (0) = [kT( 00 )r l where 
T( (0) is the temperature of the heat bath and the 
final equilibrium temperature of the system. Sub
stitution of the canonical form 

PeR, u, t) = e- f3 (OH( r.u) / J e- f3 (OH( r.u) dR du, (5.5) 

where the Hamiltonian H(R, u) is given by 

H(R, u) = !mu2 + VCR), (5.6) 

and the potential V (R) is related to the force F(R) by 

F(R) = -V R VCR), 

into (5.4) yields 

~(t)[e(t) - H(R, u)] 

(5.7) 

= 'Y[{3(t)mu2 
- 3] [{3(t)/(3( (0) - 1], (5.8) 

with a mean energy e(t) given by 

e(t) = J H(R, u)P(R, u, t) dR duo (5.9) 

When H(R, u) is a function of R, Eq. (5.8) can be 
satisfied only when ~(t) = 0 and (3(t) = (3( (0). 
Thus, a canonical distribution cannot be preserved 
for all times t for Brownian motion in a field of force. 

Other investigators have studied solutions of 
equations similar to Eq. (3.5) whose forms remain 
invariant in time. Mathews, Shapiro, and Falkoff17 

have shown that the joint probability distribution 
P(nl, ... ni, ... ; t) which is the probability that 
there are n l particles in state 1, n2 particles in 
state 2, ... , at time t will preserve the multinomial 
form 

P(nl' ... ni, ... ; t) 

= (NvIT nil) IT [Po(t)]'" 
i , (5.10) 

17 P. M. Mathews, I. I. Shapiro, and D. L. Falkoff, Phys. 
Rev. 120, 1 (1960). 
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during a Markovian relaxation process for an initial 
multinomial distribution Penh ... ni, ... ; 0). 
In Eq. (5.10), Pi(t) = fi.(t)/N is the probability 
that a particle is in state i at time t and N = L ni 
is the total number of particles in the system. 
The multinomial invariance of the joint probability 
distribution Penh ... ni, ... ; t) as shown in (5.10) 
requires none of the restrictive assumptions which 
had to be made in the body of this paper to assure 
the canonical invariance of the distribution function 
P,(t). This is not too surprising since the requirement 
of a specific time-invariant form for the distribution 
function P,(t) itself is much more stringent than 
the more general multinomial form of the joint 
probability distribution. Sher and Primakoffl8 have 
considered spin systems in which there are inter
actions between the particles (or degrees of freedom) 
of the subsystem as well as between the subsystem 
and the reservoir. This more general question of 
possible exact or approximate canonical invariance, 
when there are both subsystem-subsystem inter
actions and subsystem-reservoir interactions, is an 
important extension of the present study. We plan 
to investigate this problem in subsequent publica
tions. 

APPENDIX I. CONDITIONS ON THE B':T'i 

We assume that Eq. (3.1) has a solution of the 
form of Eq. (3.4). If we define 

Ii 

Pi(t) = L P~' = g.P~' = gie-P(I)"/Q[,8(t)], 
~,-1 

i = 0, 1, ... N, (11) 

we have from Eq. (3.1) 

dP OJ N ., 

-' = L L L [B~~~'P? - B~:~ip:'] 
dt .,-1 ;-0 "I-I 

N 

= L [B,;P; - B;iP,], i = 0,1, ... N, (12) 
i-O 

where the Bii are defined by Eq. (3.9), i.e., B,; = 
l/g; L,,; L~, B~:"'. [We are at liberty to choose 
B .. = 0, i = 0, 1, ... N, since their values do not 
enter into Eq. (1.2)]. We can obtain another equation 
for dP./dt from Eq. (3.1), 

dP, = g. dP~' = '£ [p;( t (Ii B~;"') 
dt dt ;-0 "I-I g; 

- p,( tBW')] , 
(1;-1 

IT, = 1,2, ... g,. (13) 

11 A. Sher and H. Primakoff, Phys. Rev. 119. 178 (1960); 
130, 1267 (1963). 

Comparing Eqs. (12) and (13) and using Eq. (11) 
we find that 

o = '£ {g;e-p';[B,; - (Ii t B~;"'] 
,-0 g, ,,;-1 

- gie-p"[Bii - t BW']}' (14) 
O'j-l 

Equation (14) must hold for all (3 between (3(0) 
and (3( 00). This is possible only if the coefficient 
of each e-P" is identically zero. This condition yields 

BH - g, t B~:'" = o. (15) 
gi ~I-I 

This in turn implies that the sum L::-I B::~I is 
independent of IT i' 

By reversing the argument, it is possible to show 
that conditions (15) and (3.6) are sufficient, as 
well as necessary, to ensure that the quantum-state 
master equation preserves the canonical ensemble. 

If we use Eqs. (3.3) and (11) we find 

B,;P;(oo) = (1. t tB~:"I)[giP~;'(OO)] 
OJ crj=l CTi·! 

(16) 

for the detailed balance relation for the B jj • 

APPENDIX II. EVALUATION OF .c-I{e-a,,[ae - E,';'] I 

We can solve for £-I{aE} by setting i = 0 in 
Eq. (3.16). This yields 

£-I{aE} = B(e; 0) - (B(O; O)a(e). (111) 

Using a familiar result from the theory of Laplace 
transforms we note that 

£-1 {e-a"aE} = B(E - Ei; 0) 

- (B(O; 0) a(E - E.). (112) 

This result can now be substituted into Eq. (3.16) 
to yield 

B(E;~) = [(B(O;~) - (B(O; O)]a(E - Ei) 

+B(E - Ei;O) - E,£-I{e-afia}. (113) 

An expression for the last term in Eq. (113) can 
be obtained by setting i = 1. This leads to the 
final result 
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B(E; i) = [eB(O;~) - ~ eB(O; 1) + (~- l)eB(O; O)JO(E - Ei) - (~- l)B(E - El; 0) + ~ B(E - Ei + El; 1) 
El El El El 

= [eB(O; i) - ~ eB(O; 1) + (~ - 1 )eB(O; 0) ]O(E - Ei) 

- (~ - 1) t B;oo(E - Ei - E;) + ~ t B;lo(E - Ei + El - E;). (Il4) 
El ;-0 El ;-0 

APPENDIX III. PASSAGE FROM g, TO g«) 

Let us assume that El is so small that {3El « 1, 
where {3 is the larger of (3(0) and (3( ro). In this 
case, the discrete spectrum can be approximately 
represented by a continuous one. Let us define a 
density of states, gee), which is a continuous function 
of E. In order for g( E) to represent the discrete 
spectrum, it must be true that 

(II II) 

if g, is a slowly varying function of i. With the aid 
of Eq. (3.29) we then find that 

g[(i + l)El] a(i + f) 
g(iEl) i + 1 ' 

(IIl2) 

or 

a(E/Et + t) 
E/El + 1 ' 

(IIl3) 

with t=b/a [see Eq. (3.29)]. Since g(E+El) ~ g(E)+ 
El[dg(E)/dE] + O(E~), one can write, using (III3), 

dg(E) = g(E)[(E/El)(a - 1) + at - 1J. (III4) 
dE E + El 

For E » El, the solution of this equation is 

If we now let p = (a - l)/El and n 
we obtain Eq. (2.17). 

(III5) 

b - 1, 
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Elastic, Electromagnetic, and Other Waves in a Random Medium* 

FRANK C. KARAL, JR. AND JOSEPH B. KELLER 

Courant Institute of Mathematical Sciences, New York University, New York, N. Y. 

Propagation of any type of wave in a random medium is analyzed on the assumption that the 
medium differs slightly from a homogeneous medium. An equation satisfied by the average wave is 
deduced which is correct through terms of order ,2, where E measures the deviation of the medium 
from homogeneity. From this equation, the propagation constant of the medium is determined. 
The general formulation applies to any type of linear differential or integral equation with random 
coefficients. It is applied to time-harmonic waves satisfying the reduced wave equation, to the equa
tions of elasticity and to Maxwell's equations. The propagation constant for the average or coherent 
wave is complex even for a nondissipative medium, because the coherent wave is continually scattered 
by the inhomogeneities and converted into the incoherent wave. The propagation velocity of the 
average wave is also diminished by the inhomogeneities. This propagation constant depends upon 
certain trigonometric integrals of the auto- and cross-correlation functions of the coefficients in the 
original equations, i.e., of the various coefficients characterizing the medium. To illustrate the results. 
media with particular random variations are considered and the propagation constants are deter
mined for them. 

1. INTRODUCTION 

WE wish to examine wave propagation in a 
medium which differs slightly from a homo

geneous medium. We represent this medium by a 
random medium, i.e., a family of media each member 
of which differs slightly from the homogeneous 
medium. By employing perturbation theory we 
determine the wave in each member of the family 
up to second order in e, where e measures the 
deviation of the medium from homogeneity. Then 
we compute the average or mean wave up to second 
order in e, and find an equation which it satisfies. 
From this equation we determine the effective 
propagation constant for the mean wave, when 
it is a plane wave. This effective propagation 
constant is the main goal of our analysis. It reveals 
an attenuation of the wave as well as an alteration 
in phase velocity. In addition we obtain some 
results about the amplitude of the mean plane wave. 

We first present our analysis in general terms 
and then apply it to special kinds of waves. These 
include scalar, elastic, and electromagnetic waves. 
Where possible we compare our results with previous 
ones. The general considerations have been discussed 
before I and applied to scalar waves, I ,2 but even in 

* The research reported in this paper was supported by 
the American Petroleum Institute (Project 61) and the 
American Chemical Society (Petroleum Research Fund 
Grant in Aid 436-A). 
. I r B. Keller, "~toc~astic equations and wave propaga

tIOn III random medIa," III Proceedings of the 17th Symposium 
on Applied Mathematics (American Mathematical Society 
New York, 1964). ' 

2 J, B. Keller, "Wave propagation in random media" in 
Proceedings of the 13th Symposium on Applied Mathe~atics 
(American Mathematical Society, New York, 1960), 

that case we present some new results. However 
our main applications are to elastic waves in a 
medium in which the Lame constants and the 
density are all random and to electromagnetic waves 
in media in which the dielectric constant, the 
permeability, and the conductivity are all random. 

Let us first point out that a random medium 
is a mathematical model of a complex medium. 
It consists of a family of media together with a 
probability distribution over the members of the 
family. The random medium represents the partic
ular complex medium well if each member of the 
family is similar to it, or if the mean of the random 
medium is close to the given medium and if the 
variance is small. 

In order to represent wave propagation in the 
given complex medium, we consider propagation in 
the random medium. This means that we consider 
a random wave. This is just a family of waves, 
one in each medium of the family, together with 
the probability of the corresponding medium. The 
mean of the random wave, and its other statistics, 
are assumed to provide information about the wave 
in the given complex medium. 

2. GENERAL CONSIDERATIONS 

Let U o denote a wave in a homogeneous medium 
characterized by a linear operator L. Then U o is 
a solution of the equation 

Luo = 0, (1) 

Let a designate a different medium characterized 
by the operator L - eLI (a) - e2L2(a) + O(e3

). 

537 
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Here E is a measure of the departure of the medium 
from homogeneity while Ll(a) and L2(a) are perturb
ing operators representing the effects of inho
mogeneity. A wave u(a) in this medium satisfies 

[L - EL1(a) - E2L2(a) + O(E3)]u(a) = O. (2) 

We assume that a varies over a certain set A and 
that pea) is the corresponding probability distribu
tion in A. Then we designate expectation values 
with respect to pea) by angular brackets 

(f) = i f(a)p(a) da. (3) 

Our objective is to find an equation for (u). 
Let us rewrite (2) as the new equation 

u = U o + EL -1(Ll + EL2)u + O(E3
). (4) 

To see that (4) implies (2) we merely apply L to 
both sides of (4). Now iteration of (4) yields the 
solution u as a series in E, which we write as 

u = Uo + EL-1L1uo + i(L-1L1L-1L1 

(5) 

Upon taking the expectation value of (5) we obtain 

(u) = Uo + EL -1(LI)UO 

an n component vector function of the position 
variable x. Then u = u(x) is an n component 
vector and L, L 1, and L2 are nth-order matrices 
of operators, each component of which may be a 
differential operator. In such cases the operator 
L- 1 which appears in (10) may be represented as 
an integral operator, the kernel of which is the 
Green's matrix (also called the Green's tensor or 
dyadic) G(x, x'). G is an nth-order matrix defined 
by the equation 

LG(x, x') = H(x - x'). (11) 

Here I is the nth-order identity matrix and 5 is 
the Dirac delta function. In terms of G, L -I becomes 

L -If = J G(x, x')I(x') dx'. (12) 

Then the term in (10) which involves L- 1 becomes 

(L1L-1L1)(u) 

= < Ll (x) J G(x, x')L1 (x')(u(x'» dX'), (13) 

The notation L1(x) indicates that LI operates on 
functions of x and, if Ll is not constant, is to be 
evaluated at x. When (13) is used in (10) and O(e3

) 

is omitted, (10) becomes 
+ E2L-l«LIL-ILI) + (L2»uo + O(l). 

From (6) we find that ~ < ) L(x)(u(x» - l L1(x) J G(x, x')L1(x')(u(x'» dx' 

(7) - l(L2(x»(u(x» = O. (14) Uo = (u) - EL -1(L1)uO + O(E2) 

= (u) - EL-1(L1)(u) + O(E2). This is our main equation for (u(x» when (L1) = o. 
If (L 1) ~ 0, we have instead from (9) and (13), 

Substitution of (7) into (6) yields the following up to O(ES), 
equation for (u): 

(u) = Uo + EL-1(L1)(u) + iC1[(L1L-1L1) 

- (L1)L -1(L1) + (L2)](U) + O(E3
). (8) 

Application of L to both sides of (8) yields a some
what simpler equation for (u) which is 

L(u) - E(Ll)(U) - E2[(LIL -ILl) 

- (L1)L -1(L1) + (L2)](U) = O(E3
). (9) 

When (L1 ) = 0, which is a common case, (9) 
simplifies to 

(L - E2(LIL -ILl) - E2(L2»(U) = O(l). (10) 

Equation (8), (9), or (10) becomes an explicit equa
tion for (u) when the O(E3

) term is omitted. Then 
anyone of them becomes an equation of the type 
we want. 

In many applications a wave is represented by 

L(x)(u(x» - E(L1(x»(u(x» 

+ E{ (L1(x» J G(x, x')(L1(x'»(u(x'» dx' 

- <L1(X) J G(x, x')L1(x')(u(x'» dX) 

+ (L2(x»(u(x» ] = o. 

3. SCALAR WAVES 

(15) 

We shall now apply the preceding considerations 
to a scalar wave u(x:) which satisfies the reduced 
wave equation in a slightly nonuniform medium, 

dU + k~[1 + E~(X)]2U = o. (16) 

HereL = A + k~, Ll = -2k~~(x:) andL2 = -k~l(x). 
Let us assume that (~(x» = 0 so that (14) applies. 
The Green's function of L is a scalar which we 
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make unique by requiring it to satisfy the radiation 
condition. Then G is given by 

G(x, x') = _e,k.lr-r·I/4'11" Ix - x'i. (17) 

Now (14) becomes 

(d + k~)(u) + E~~ <JL(X) J j;':-:,II JL(x'» 

X (u(x'» dx' + E2k~(l(x»(u(x» = O. (18) 

In order to simplify (3) it is convenient to intro
duce the correlation coefficient of the inhomogeneity 
JL(x), defined by 

N(x, x') = (JL(x)JL(x'»/(/(x». (19) 

We shall now assume that (JL2(X» is a constant 
and that N is a function only of the distance Ix - x'i. 
Then (18) becomes 

(d + k~ + E2k~(JL2»(U(X» 
+ lk~<JL2) J eik,r N(r)(u(x + r» dr = O. (20) 

'II" r 

Let us now seek a plane-wave solution of (20), 
with amplitude A and propagation vector k, of 
the form 

(21) 

We must first perform the integration in (20) over 
the surface of a sphere of radius r centered at x. 
To do so we make use of a mean-value theorem, 
which applies to any solution cp of 

(d + k2)cp = O. (22) 

It is 

1 J sin kr fu2 cp(x + r) as = -y;:- cp(x). (23) 

Since the wave (21) satisfies (22), the theorem (23) 
applies. Upon using it in (20), we obtain 

(d + k~ + lk~<l) + l4k~<JL2)k-l 

X f' eiier sin krN(r) dr)<u(x» = O. (24) 

We observe that this equation is of the form (22) 
with e given by 

k2 = k~ + lk~(JL2) + E24k~<l)k-l 

X {O eik
•

r sin krN(r) dr. (25) 

This is an equation for k. Upon solving it in powers 
of E we obtain 

e 2(2) 2'2k(2) k~=I+EJL - tE oJL 

X 10'" (e2ik
•

r 
- I)N(r) dr + O(l). (26) 

It is customary to set k/ko = n*, and to call n* 
the refractive index of the medium. Thus the right 
side of (26) gives (n*)2 for the "effective" medium 
in which (u) propagates. The imaginary part of 
k is the attenuation coefficient for a wave in the 
medium. From (26) it is 

a = 1m k = lk~(l) 10'" (1 - cos 2kor)N(r) dr. (27) 

We finally note that every solution of (20) satisfies 
(24), and not merely plane-wave solutions. This 
follows from the representation of any solution as 
a superposition of plane waves. 

The results (24)-(27) have been derived before1-3 
in essentially the same way. In (24), ko appeared 
in place of k, but by (25) this is consistent since 
terms of order l have been omitted from (24). 
The expression (27) for a has also been derived 
previously on the basis of considerations of the 
energy scattered out of a beam.' That derivation 
shows that a > 0, which has also been shown 
directly from (27) by Meecham.3 (See also Ref. 1.) 

Let us now apply (26) to a medium with the 
simple correlation function 

N(r) = e-r
/
a

• (28) 

Here a > 0 is called the "correlation length" 
of the random inhomogeneity. From (26) and (28) 
we obtain, upon neglecting O(l), 

k2/k~ = 1 + l<l)[l - (2ikoa)2/(1 - 2ikoa)]. (29) 

This is an explicit expression for (k/ko)2. It becomes 
infinite when koa is infinite, which shows that then 
(25) must be solved more accurately. Upon using 
(28) in (25) and omitting O(E3

), (25) becomes 

e = k~ + lk~(JL2) - 2i/k~(l)k-l 

X [(a-1 
- iko - ik)-l - (a-1 

- iko + ik)-l]. (30) 

This is an equation which can be solved for k. 
When koa is finite, it has the solution (29) while 
when koa is sufficiently large (koa » 1/ e(l)') the 
solution is 

a W. C. Meecham, "On radiation in a randomly inhomo
geneous medium," Space Technology Laboratories Report, 
Los Angeles California; September 1961. 

4 L. A. Chernov Wave Propagation in a Random Medium 
(McGraw-Hill Book Company, Inc., New York, 1960). 
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Thus the attenaution coefficient is proportional to 
1/2a but independent of f when the correlation 
length is very long compared to the wavelength, 
while Re (k - ko) is proportional to E. On the other 
hand, both are proportional to i when the correla
tion length is comparable to the wavelength or 
smaller. The solution of (30) for koa finite describes 
the transition from one form to the other. The 
result (31) for Re k applies when N(r) == 1, and 
does not depend upon the special form (28) as 
we see from (25) and (30). Thus the behavior of 
the real part of the propagation constant described 
above is typical for any correlation function. 

4. ELASTIC WAVES 

Let us consider the displacement vector u(x) in 
a time-harmonic elastic wave motion. According 
to the linear theory of elasticity, u satisfies the 
equation 

(A + Jl.)V(V ·u) + Jl.\l2u + VA(V ·u) 

(32) 

Here P is the density of the medium, A and Jl. are 
its Lame constants, and w is the angular frequency 
of the motion. We assume that p(x), A(X) and Jl.(x) 
differ slightly from the constants Po, Ao and Jl.o 
so we write 

p(x) = Po + EPl(X), A(X) = Ao + EAl(X), 

Jl.(x) = Jl.o + EJl.l (x). 

We assume that 

(34) 

When (33) is used in (32), (32) becomes of the 
form (2) with L2 = 0 and Land Ll given by 

Lu = (Ao + Jl.o)V(V ·u) + Jl.o \l2u + w2 PoU (35) 

Llu = (AI + Jl.l)V(V ·u) + Jl.l \l2u + VAl(V ·u) 

+ VJl.l x (V xu) + 2(VJl.l· V)u + W2PlU. (36) 

It follows from (34) that (Ll) = O. Thus (14) applies. 
To utilize it we need the Green's tensor of L, defined 
by (35). This tensor depends only upon r = x - x' 
and is given by 

1 [ e'k,r 
G(x, x') = +-2- 5(r) - 4---a (1 - ikcr) 

w Po 7r'f 

+ ~: (1 - ik.r - k!r2) J 
+ 1 [ ik,r(3 3 'k k2 2) 

4 
2 3 e - 1, or - or 

7rW por 

- eik
•

r (3 - 3ik.r - k!r2)]ft. (37) 

Here f is a unit vector in the direction of r, I is 
the unit dyadic, and the compressional and shear 
propagation constants k. and k. are given by 

(38) 

It will prove convenient to denote the coefficients 
of I and it in (37) by Gl(r) and G2(r), respectively, 
and to write G in the form 

G(x, x') = Gl(r)I + G2(r)ft. (39) 

We shall now assume that (u(x» is a plane wave 
given by 

(40) 

To determine the propagation vector k and the 
amplitude vector A we shall insert (40) into (14), 
making use of (35)-(37). In doing this we are first 
led to calculate Ll (x') (u(x'», which is 

Ll(x')(u(x'» = [(w2 Pl(X') - Jl.l(X')e 

+ i(V'Jl.l(X')·k)}A + {-Al(X')(k·A) 

- Jl.l (x')(k· A) + i(V' Jl.l (x')· A) } k 

+ iV'Al(X')(k.A)]eik
''''. (41) 

In (41), V' denotes the gradient with respect to x'. 
Next we calculate Ll(x)G(x, x'), making use of 
the form (39) for G. The result is, after some 
simplification, 

+ Jl.l(X)(\l2Gl) + {O;l + ~2} 

X (VJl.l(x)·f) + W2Pl(X)Gl] 

+ [{AI(X) + Jl.l(X)}{ _~ 0;1 + O;~I 

! oG2 + 02G2} + ()(\l2G' ) - r or or2 Jl.l x T2 

+ 2(VJl.l(X).f) 0;2 + w2Pl (X)G2} 

+ [OGI + oG2]VAl(X)f 
or or 

+ [OGI _ G2]VJl.I(X)f. 
or r 

We now multiply (42) by (40) to form 

Ll (x)G(x, x')L l (x') (u(x'». 

(42) 
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The product is a very long expression so we shall 
not write it out. Then we compute the mean value of 
the product to obtain (LI(X)G(X, x')LI(x')(u(x'»). 
In doing so we find that nine correlation functions 
of the form (AI(X)AI(X'», (AI(X)~I(X'», etc., occur. 
We assume that each of these correlations depends 
only upon the distance r = Ix - x'i between x 
and x', which means that the medium is statistically 
homogeneous and isotropic (at least insofar as 
second-order moments are concerned). Therefore 
we may write (AI(X)AI(X'» = Rn(r), (AI(X)~I(X'» = 
RA~(r), etc., which defines the correlation functions 
Rn , RA~' etc. After some rearrangement of terms 
and some simplification we obtain 

(LI(X)G(X, x')LI(x')(u(x'»)e- ik
'
x

' = EIA + E 2(f·k)A 

+ BI(k·A)f + B 2(f·A)f + B3(k·A)(f·k)f 

+ Bif·A)(f·k)f + CI(k·A)k + C2(f·A)k. (43) 

In (12) the eight quantities E" B" and C, are 
scalars depending upon k, r, w, and the correlation 
functions Rn , RA~' etc., but independent of f. They 
are defined by the following equations, in which 
primes denote derivatives with respect to r. 

E {Gi G~}[ 2( ) 2( 
I = --;: + --;: WRAP + R~p - k RA~ + R~~)] 

+ (V2GI)[W2R~p - k2R~~] + {Gi + ~2} 
X [w2R~p - k2R~"] + W2GI[w2Rpp - k2Rp~], (44) 

E2 = {~i + ~~}[ -iR~~ - iR~p] + (V
2
GI )[ -iR~~] 

+ {G' + G2}[_iRII] - ulG R' (45) I r ~" I p~, 

+ i{_~i + Gi' - ~~ + G~)[-Rh - R~A] 
- i(V2G2)R;" - i2mR;~ - iw2G2R~A 

- itG' + G'}R" - i{G' - G2}RII I 2 AA I r ~A' 

B2 = {- ~i + Gi' - ~~ + G~'}[w2(R"p + RJIop) 

- e(R"JIo + RJIo~)] + (V2G2)[W2R~p - eRJIop] 

+ 2GHw2R~p - eR~JIo] + W2G2[w2Rpp - eRp~] 

(46) 

+ {Gi + G~)[w2R~p - k2R~~] 

+ {G' - G2}[ 2R' - eR' ] I r w ~p ~JIo , 

B3 = {- ~i + Gi' - ~~ + G~'} 
X [-(R"" + 2R~x + R~~)] + (V2G2)[ -R~x 

+ 2G~[ -R~x - R~~] + W2G2[ -Rpx - RpJlo] 

+ {Gi + G~}[ -R~A - RL] 

+ {Gi - ~2}[ -R~A - R~~], 

(47) 

(48) 

B4 = +{ -~i + Gi' - ~~ + G~'}[ -iR~~ - iR~p] 
+ (V 2G2)[ -iR~~] + 2GH -iR~~] + W2G2[ -iR~p] 

+ {Gi + G~}[ -iR~~] + {Gi - ~2}[ -iR~~] 

+ {- ~i + Gi' - ~~ + G~'}[ -iRL - iR~JIo] 
+ (V 2G2)[ -iR~~] + 2GH -iR~~] + W2G2[ -iR~p] 

+ {Gi + G~}[ -iR~~] + {Gi - ~2}[ -iR~;], (49) 

{ Gi G~} C1 = --;: + --;: [- (RAA + 2R~" + R~p)] 

+ (V2
G1)[ -Rp" - R~~] + {Gi + ~2} 

X [-R~x - R~p] + W2GI[ -Rpx - Rpp], (50) 

C2 = {~i + ~~}[ -iR~~ - iR~~] + (V 2G1)[ -iR;JIo] 

+ {Gi + ~2}[ -iR~~] + W2GI[ -iR~JIo]' (51) 

To compute (LI (x) f G(x, x')L1 (x') (u(x'» dx') 
we multiply (43) by eik 

·x' and integrate with respect 
to x'. In evaluating the integral it is convenient 
to set x' = x - r and integrate with respect to r. 
Then we set dr = dr dS, where dS denotes the area 
element on a sphere of radius r centered at x and 
obtain 

< LI(X) J G(x, x')(u(x'» dX) 

= [ +A J El J e- ik
•
r 

dS dr 

+ A J E2 J (r.k)e- ik
•
r dS dr 
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+ (k·A) J Bl J ie- ik •
r dS dr 

+ J B2 J (r.A)re- ik .r dS dr 

+ (k·A) J B3 J (r·k)re- ik .r dS dr 

+ J B4 J (i.A)(i.k)re- ik .r dS dr 

+ k(k·A) J C1 J e- ik •r dS dr 

+ k J C2 J (r·A)e- ik .r dS dr ]eik'l[. (52) 

The integration with respect to dS can be done 
explicitly in terms of the basic integral 

f e- ik ' r dS = fer). (53) 

Here fer) is defined by 

fer) = (47rTjk) sin kr. (54) 

The integrals are evaluated in Appendix 1. The 
result of integrating (52) is 

(L1(X) f G(x, x')L1(x')(u(x'» dX) 
= [ +A f Ed dr + ikA f E2 ~ :t dr 

+ ikkck·A) f Bl ~ :{ dr 

- f E2 ~ [k(k'A)(:~ - ~ :D + A ~ :£J dr 

.. f 1 a2f 
- k2ft(k·A) B3? ae dr 

- ik J B4 ~ [ kck·A) :k (:~ - ~ :D 
+ A ~ aak (:~ - ~ :DJ dr + k2

kck·A) f Clf dr 

(55) 

In (24), k denotes a unit vector in the direction of k. 
Equation (24) can be rewritten simply in the form 

(Ll(X) J G(x, x')L1(x')(u(x'» dX) 
= [DIA + D~(k·A)]eik'x. (56) 

Here Dl and D2 are defined by the integrals 

+ e f Cd dr + ik f C2 ~ :~ dr. (58) 

N ow from (35) 

L(x)(u(x» = [-(Ao + JLo)k2(k.A)k 

- CJLok
2 

- w2 po)A]eik
'

X
• (59) 

Finally with the insertion of (56) and (59), (14) 
becomes 

[I JLok
2 

- w2 Po + l Dd A + {(Ao + JLo)k
2 

+ E
2D.}(k.A)k]eik 'X = O. (60) 

To analyze (60) it is convenient to denote by 
An and A.l the components of A respectively parallel 
and perpendicular to the propagation vector k, 
to which k is parallel. Then (60) may be written 
as the two equations 

AU[(Ao + 2JLo)e - w
2

po 

+ E2(Dl + D2)]e
ik

'
x = 0, (61) 

A r .. k2 2 + 2D] ik'x 0 .llJo'o - w Po E 1 e =. (62) 

From these equations we see that there are two 
cases, in which either All ~ 0 or A.l ~ 0 while 
the other is zero. When A u ~ 0 we say that the 
average wave is a longitudinal motion. Then from 
(61) it follows that the propagation constant k is 
determined by the equation 

(Ao + 2JLo)e - w'Po + E'(D1 + D2) = O. (63) 

When E2 = 0, the solution of the equation is k = k •. 
Therefore to obtain a solution correct to order l 
we may merely replace k by kc in D and D2 and find 

k2 = k! - [E2 JCAo + 2JLo)][D1(k.) + D2(k.)]. (64) 

In the other case, when A.l ;06 0, we say that the 
average motion is transverse. From (62) we see 
that k then satisfies the equation 

(65) 
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When l=O, the solution of (65) is k= ("?Po/J.l.o)i=k,. 
The solution up to order l is 

k2 = k! - (e2/J.l.o)D1(k,). (66) 

In both cases the imaginary part of k is the attenua
tion coefficient, which we see is of order l (but see 
the next section). 

In concluding this section, we observe that (64) 
and (66) are explicit expressions for k% in the longi
tudinal and transverse cases, respectively. To 
compute them the expressions for Dl and D 2 , given 
by (67) and (68), must be evaluated. These expres
sions involve various integrals of the correlation 
functions of the random inhomogeneity. In the 
next section these results will be examined and 
simplified in several special cases, and an example 
will be given. 

5. SPECIAL ELASTIC MEDIA AND AN EXAMPLE 

Let us first consider the simplifications of the 
above results which occur when all the correlation 
functions except Rn are zero. This will be the case, 
for example, if P and J.I. are constant while only A is 
variable. Then it follows from (44)-(51) that 
El = E2 = B2 = B, = C2 = 0 and 

Bl = -i(G{' + G~')Rh - i(G{ + G~)R~~, (67) 

Ba = (GUr - G{' + G~/r - Gr)Rn 

- (G{ + GnRh, (68) 

C1 = -r-1(Gf + G~)R).).. (69) 

From (57) we then find Dl = 0 and from (58) 

. J 1 af d k2 fBI a
2

f d D2 = ~k Bl r ak r - a ? ak2 r 

+ k2 J Cd dr. (70) 

In the longitudinal case AI ¢ 0, k2 still satisfies 
(63) and is given approximately by (64), with 
Dl = O. However, in the transverse case A.L ¢ 0, 
(65) yields k = k. up to order e2

• Thus to order l, 
random inhomogeneities in A do not affect the mean 
transverse wave but do affect the mean longitudinal 
wave. This might have been expected since A is 
essentially a coefficient of compressional elasticity 
and the longitudinal wave is a compressional wave 
while the transverse wave is a shear wave. 

Next we shall consider the case in which all 
correlation functions except R •• are zero. This will 
be the case, for example, if the elastic coefficients 
are constant while the density P is random. It follows 
from (44)-(51) that El = CJJ

4G1R •• , B2 = CJJ
4G2R,p 

and E2 = Bl = Ba = B, = C1 = C2 = O. Then 
from (57) and (58) 

(71) 

(72) 

The progagation constant k2 still satisfies (63) in 
the longitudinal case and (65) in the transverse case, 
and it is given to order e2 by (64) and (66) in the 
respective cases, with DI and D2 given by (71) 
and (72). 

To obtain explicit results, let us choose for R •• 
the simple correlation function 

(73) 

Here (pD is the mean square value of PI and a is 
the correlation length of the inhomogeneity. We now 
insert (73) into (71) and (72), together with the 
expressions in (37) for G1 and G2 and the definition 
(54) of f. Upon using the mean-value theorems 
(see Appendix I) to evaluate the resulting integrals, 
we obtain 

(74) 

(75) 

When the integrals in (74) and (75) are evaluated 
(see Appendix II) and used in (4.32), we obtain 
the longitudinal case 

k2 
= 1 + 2 ~ [_ a-I (1 + a-

2 + k!) 
k! ep~ k k2 k2 

X cot-1 (a-
l 

~ ike) + a~l (1 + ~~2 + ~~) 

X t-l (a-l - ik.) + k! 
co k k2 + (a I _ ik

c
)2 

+ia~I(~e_~·)l 
Similarly, in the transverse case, (65) yields 

k
2 

_ 1 + 2 (p~) 
k! - e 2p~ 

X [ _ a~l (1 + ~:2 + ~~) coCl (a-
l ~ ik.) 

+ a-I (1 + a-
2 + k!) t- l (a-

l 
- ike) 

k e k 2 co k 

+ 2k: + . a-I (k. kc)] e + (a- l 
- ik.)2 ~ k k - k . 

(76) 

(17) 
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Equations (76) and (77) can now be solved for k. 
When kca and k.a are finite, the solutions for the 
longitudinal and transverse propagation constants 
up to terms in l are 

k: = 1 + l (p~ [_-.l (2 + 212) cot-1 (1 - ikoa) 
k. Po kca koa kca 

+ -.l (1 + ~ + -+2) cot-1 (1 - iVcv~lkca) 
kca v. kca kca 

+ k~a2 _ i -.l ('!.£ - I)J (78) 
k:a2 + (1 - ikca)2 kca v. 

and 

k: = 1 + f2 (p~~ [_-.l (2 + 212) cot-1 (1 - ik.a) 
k. 2po k.a ksa ksa 

+ _1_ (1 + ~ + 212) cot-I (1 - iv.v~lk.a) 
k.a Vc k.a k.a 

+ 2 2 2k!a
2

. 2 + i_I (1 - ~)J. (79) 
ksa + (1 - tk.a) k.a Vo 

The above results are explicit expressions for (k/k c)2 
and (k/k.)2. They both become infinite when kca 
and k.a become infinite, respectively, which shows 
that (76) and (77) must be solved more accurately. 
When kca is sufficiently large (kca » Pol f(pDi) 
the longitudinal propagation constant is 

k = kc[1 + !f(p;)i/ Po + i/2kca] + 0(f2). (80) 

Thus the longitudinal attenuation coefficient is 
proportional to 1/2a but independent of f when 
the correlation length is very long compared to the 
wavelength, while Re (k - kc ) is proportional to f. 
On the other hand, both 1m (k) and Re (k - kc) 

are proportional to l when the correlation length 
is comparable to the wavelength or smaller. The 
solution of (76) for kca finite describes the transition 
from one form to the other. 

When k.a is sufficiently large (k.a » Pol f(pDi), 
the transverse propagation constant is 

k = k.[1 + !f(p~)!/ Po + i/2k.a] + O(l). (81) 

The behavior of the transverse propagation constant 
is the same as that described for the longitudinal 
propagation constant. 

6. ELECTROMAGNETIC WAVES 

Let us now apply our general theory to electro
magnetic wave propagation in a medium in which 
the dielectric constant l, the magnetic permeability 
p., and the electrical conductivity q are all random 
functions of position. We shall consider time
harmonic waves of angular frequency wand there-

fore it is convenient to introduce the effective 
dielectric constant f = f' + iw -Iq. Then it follows 
from Maxwell's equations that the electric field 
vector E satisfies the equation 

V xV xE - W
2P.fE - p.-IVp. xV xE = O. (82) 

As usual, the corresponding equation for the mag
netic field H is obtained from (82) by interchanging 
E with Hand f with - J.L. Therefore we needn't 
consider the equation for H since we can obtain 
the results for H from those for E by making the 
indicated interchanges. 

We now assume that l, J.L, and q are of the form 

f' = fal + 1/f~(X)], 
J.L = J.Lo[1 + 1/J.L I (x)] , 

q = qoll + 1/ql(x)]. 

(83) 

(84) 

(85) 

Then f may be written in a similar form which 
defines fo and fl' 

(86) 

Here we have denoted the small parameter by 1/ 
to avoid confusion with the effective dielectric 
constant. The quantities f~, J.Lo, and qo are constants. 
Upon inserting (83)-(85) into (82) and setting 
k~ =, W

2J.Lofo, we obtain 

V xV xE - k~E = 1/[k~(J.LI + fl)E + VJ.Ll xV xE] 

+ 1/2[k~J.LlflE - J.LIVJ.LIXVxE] + 0(1/3). (87) 

This equation is of the form (2) with L, L I , and 
L2 given by 

L = V xV x -k~, (88) 

LI = k~(p.l + fl) + VJ.LI xV X , (89) 

L2 = k~J.Llfl - J.LIVJ.Ll xV X • (90) 

We shall also assume that (J.LI) = (fl) = 0, which 
implies that (L I ) = O. Then the mean field (E) 
satisfies (14). 

In (14) there occurs the Green's tensor G(x, x') 
associated with the operator L defined by (88). 
This tensor is given by 

G(x, x') = (I - k;;2VV')eikolx-x'I/(ix - x'i). (91) 

As before I is the unit dyadic and V' is the gradient 
with respect to x'. Upon carrying out the differentia
tions in (91) we can write G in the form 

G(x, x') = G1(r)I + G.(r)ft. (92) 
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Here GJ and G2 are defined by 

GJ(r) = (-1 + ikor + k~r2)eik.r/47rk~r3, (93) 

G2(r) = (3 - 3ikor - k~r2)e;k.r /47rk~l. (94) 

To determine the propagation constant k for a 
plane wave in the random medium, we shall seek 
a plane-wave solution of (14) of the form 

(E(x» = Aeik
'''. 

We first compute LJ (x') (E(x'» and obtain 

LJ(x')(E(x'» = {k~G.tJ(x') + EJ(x')]A 

(95) 

- i[V'JLJ(x')·k]A + i[V'JLJ(x')·A]kleik
''''. (96) 

Secondly we compute LJ (x)G(x, x') using (92) for 
G. After some simplification we obtain 

Ll(x)G(x, x') 

= k~{JL1(X) + EJ(x)IG1I - a;l [VJL1(x).f]1 

+ G2 [V JLI (x) ·f]1 + k~ {JLl (x) + El (x) I G2rr r 

(97) 

The third step is to multiply (96) by (97) to form 
Ll(X)G(X, x')LJ(x') (E(x'». This leads to a rather long 
product which we shall not write out. The fourth 
step is to take the expectation value of this product 
which yields (Ll (x)G(x, x')Ll (x') (E(x'»). In evaluat
ing this expectation we find that three correla
tion functions occur. We shall assume that each 
depends only upon r = Ix - x'i and write for them 
R~~(r) = (JL1(X)JLI(X'», R~,(r) = (JL1(X) El(X'», and 
R,,(r) = (EI(X)El(X'». Then after some simplification 
we can write the result in the form 

(LI(x)G(x, x')Ll(x')(E(x'») = [FA + C(f·k)A 

- C(f·A)k + B(f.A)f]eik
''''. (98) 

The scalars F, B, and C introduced in (98) do not 
depend upon f and are defined by 

F(r) = k~GJ[R~~ + 2R~. + R,,] 

- k~(G{ - r-1G2)(R~~ + R~,), (99) 

B(r) = k~G2[R~~ + 2R,,, + R,,] 

+ k~(G{ - r-1G2)(R~~ + R~.), 
C(r) = ik~Gl(R~~ + R~,) - i(G{ - r-1G2)R~~. 

(100) 

(101) 

In (99)-(101), primes denote differentiation with 
respect to r. 

Finally we integrate (98) with respect to x'. 

As before it is convenient to set x' = x - r and to 
integrate with respect to r. In doing so we write 
dr = dr dS where dS denotes the area element 
on a sphere of radius r centered at x. The integrations 
with respect to dS can be done in terms of the 
integral (53) and expressed in terms of fer) defined 
by (54) (see Appendix I). The result may be written 
as 

< Ll(x) J G(x, x')Ll(x')(E(x'» dX) 

= [DA + M(k.A)k]eik
''', (102) 

where k is a unit vector in the direction of k, while 
D and M are constants defined by 

D = + f' [Ff + ikCr-
l 
:{ - Br-

2
k-

l ~J dr, (103) 

M = -1'" [ikCr- l af 
o ak 

+ B _2(a2f _ k-l af)J d 
r ae ak r. (104) 

To write (14) we must still calculate L(x) (E(x» 
and (L2(X) )(E(x». A straightforward calculation 
yields 

L(x)(E(x» = [(e - k~)A - k2(k.A)k]eik
'''. (105) 

To compute (L2 (x» we find from (90) that 

(L2(x» = k~(JLIEJ) - (fJ.I V fJ.J) x V x. (106) 

But (JL1VJLJ) = HVJL~) = !V(fJ.D = !VR~~(O) = 0 
and (JLJEJ) = R~.(O), so 

(107) 

Upon assembling the results (102), (105), and 
(106) we can write (14) in the form 

[(k
2 

- k~)A - k2(k.A)k - r/DA - 'l/2M(k.A)k 

- 'l/2k~R~.(0)A]eik'X = O. (108) 

If we denote by All and A.L the components of A 
respectively parallel and perpendicular to k or k, 
we can separate (108) into the two equations 

Antk~ + 'l/2[k~R~.(0) + D + M]}eik '" = 0, (109) 

(110) 

These equations indicate that there may be solutions 
in which either All ~ 0 or A.L ~ 0 while the other 
is zero. In the first case k must satisfy the equation 

k~ + 'l/2[k~~,(0) + D + M] = O. (111) 

In (111) k occurs in D and M. When '1/ = 0, (111) 
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implies that ko = 0 which means that w = o. 
Thus without random inhomogeneities, only static 
plane waves can be longitudinal. When '1 ¢ 0, 
(111) may have solutions for nonzero frequencies, 
as we shall see when we consider an example in the 
next section. 

In the second case, A.L ¢ 0, k must satisfy the 
equation 

k2 
- k~ - '12[k~".(0) + D] = O. (112) 

When 1] = 0 then k = ko, while when 1] is small we 
can solve (112) to order '12 by setting k ko in 
D(k). Thus 

k2 = k~ + '12[k~".(0) + D(ko)]. (113) 

To the same order we may then write 

k = ko + !'12[koR".(0) + k~l D(ko)]. (114) 

When 0' = 0 then ko is real and from (114) the 
attenuation coefficient 1m k is given by 

1m k = (1]2j2ko) 1m D(ko). (115) 

Equations (111), (112), and their consequences are 
the main results of this section. 

When 0' ¢ 0 the correlation functions R .. and 
R". may be written in terms of the correlation 
functions involving E{, 0'1, and {.II' There are nine 
such functions which we shall denote by R"", 
R,,~, etc. Upon using the definition of El in (86) 
we have 

• -I 
'tW 0'0 R + '+ . -I "" Eo 'tw 0'0 

7. SPECIAL ELECTROMAGNETIC MEDIA AND AN 
EXAMPLE 

The preceding results can be simplified somewhat 
in various special cases. First of all let us suppose 
that all correlation functions involving e' and 0' 

are zero. This is the case, in particular, if only {.I 

is random. Then R .. = R", = 0 and (99)-(101) for 
F, B, and C simplify a little, while D and Mare 
still given by (103) and (104). 

A more useful case is that in which all correlation 
functions involving {.I and 0' vanish. Then R .. = 
[ E6/ ( E6 + iw -I 0'0) ]R. ' • " while all other correlation 

functions are zero. From (99)-(101), it follows that 
C = 0, F = ~GIR .. , and B = k~G2R ... Then (103) 
and (104) become, when (54) is used for fer), 

D 41rk~(E6)2 1"' R ( )[G ( )-Ikr = +(' + . -1)2 ,',' r 1 r 
Eo 'tW 0'0 0 

X sin kr - Gir)k-1r-1 :k (~sin kr) ] dr, (118) 

M -- 41rk~(E6)2 1"' G ( )R ( ,\,.-1 ( ' + . -1)2 2
r .',' rJl 

EO 'tW 0'0 0 

X [::2 (~Sin kr) - k-
1 

:k (tSin kr) ] dr. (119) 

The propagation constant k for longitudinal waves 
is determined by (111) with the above values of 
D and M, while for transverse waves it is determined 
by (112) in which only D occurs. 

Let us now consider the special case in which 

R.,.,(r) = «ED2)e-a
-'

r
• (120) 

Then upon using the results of Appendix II, we 
obtain for the equation for the propagation constant 
of transverse waves the result 

k2 
_ 1 +.,.,2 (e6)2«eD2) 

k~ - 2 (E~ + i<JJ 10'0)2 

[{
2 (1 + ikoa) 2(koa)t} 

X '3 + (ka)2 + (ka)2 + (1 - ikoa)2 

_ l.. {I + 1 + (koa)2} t-1 1 - ikoaJ. 
ka (ka)2 co ka (121) 

When koa is finite the solution of (121) up to terms 
in 1]2 is given by (112). It is 

(122) 

The above result is an explicit expression for e jk~, 
where k is the transverse propagation constant. 
Equation (122) becomes infinite when koa becomes 
infinite, which shows that (121) must be solved 
more accurately. When koa is sufficiently large 
[koa » 1/.,.,«eD2 )i], we find from (121) that the 
transverse propagation constant is 

k = koll + h«e02)1 + i/2koa] + 0(.,.,2). (123) 

Thus the transverse attenuation coefficient is 
proportionate to 1/2a but independent of .,., when 
the correlation length is very long compared to 
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the wavelength, while Re (k - ko) is proportional 
to 1/. On the other hand, both 1m (k) and Re (k - ko) 
are proportional to 1/

2 when the correlation length 
is comparable to the wavelength or smaller. The 
solution of (121) for koa finite describes the transition 
from one form to the other. 

The equation for the propagation constant of 
longitudinal waves is given by 

1 _ 2 (E~)2«ED2) [{~ + (1 + ikoa)} 
- 1/ (E~ + iw-1uo)2 3 ea2 

_ {.l + (1 + k~a2)} t- I (1 - ikoa)]. 
k k33 co k a a ·a 

(124) 

This equation does not have solutions for which 
Ikal is either large or small. We have not investigated 
it for intermediate values. 

APPENDIX I. MEAN-VALUE THEOREMS 

The basic mean-value theorem which we shall use 

J e- ikor ds = 4;; sin kr == fer, k), (1) 

where k is the propagation vector, r is the radius 
vector, and the surface integration ds is performed 
on a sphere of radius ro Let k = kk: and r = IT, 
where k: and r are unit propagation and radial 
vectors, respectively. It can be shown that 

(2) 

(3) 

where V k denotes the gradient with respect to k 
and I is the unit dyadic. By differentiating (1) 
and using (2) and (3), the following new mean-value 
theorems can be established easily: 

J re-ikor ds = tit af (4) 
r ak ' 

J rre- ikor 
ds 

= - ~ [ kk(:~2 - ~ :D + ~ :t I] , 
f (rok)e-ikor ds = ik af 

r ak' 

f (roA)e-ikor ds = ~ (koA) :i ' 
J (roA)re-ikor ds 

-~ [k:(koA)(:~ - ~ :D + ~ :, A ] ' 

J (rok)re-ikor ds = _ kk: a
2

f 
r2 ak2

' 

(5) 

(6) 

(7) 

(8) 

(9) 

J (roA)(rok)e-ikor ds = k(k.A) a
2
f --r-2 -ak2 , (10) 

APPENDIX IIo USEFUL INTEGRAL RELATIONS 

In working out the examples, the following results 
have been found useful: 

1"" -az • k d k 
o e sm x x = k2 + a2 , 

1'" -az sin kx d t-I a e -- x = co -
o x k' 

1"" ( -a: -fir) sin kx d e - e --2- X 
o X 

_ k[f!. -I f!. _ ~ -I ~ 1 1 k' + (32] 
- k cot k k cot k + 2" og k2 + a2 , 

1"" e-az 1:. (Sin kx - cos kx) dx = 1 - ~ cot-! ~ 
o x kx k k' 

1"" -az 1 (Sin kx k ) d 
o e x2 -,;;;- - cos x X 

k [a ( a2

) -I a] = -2 k - 1 + k2 cot k ' 

1'" ( -az -fiz) 1 (Sin kx k ) d e -e a---C08X X 
o X kx 

k
2 

[ 1 (a2 2) (3 -I {3 ="2 - 3e \}J - a + k cot k 

a t- I (3 + 1 (f3)3 -I {3 -k cO k 3k cot k 
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A Theorem on the Conductivity of a Composite Medium* 

JOSEPH B. KELLER 

Courant Institute of Mathematical Sciences, New York University, New York, N. Y. 

A composite medium consisting of a rectangular lattice of identical parallel cylinders of arbitrary 
cross section is considered. The cylinders have conductivity U2 and are imbedded in a medium of 
conductivity Ul. Simple properties of the conductivity tensor of the composite medium are deduced 
from the theory of harmonic functions. 

LET us consider a composite medium consisting 
of a rectangular lattice of identical parallel 

cylinders of any cross section, having electrical 
conductivity U2 imbedded in a medium of con
ductivity UI' Let the x and y axes lie along axes 
of the lattice and let 2X and 2Y be the lattice 
spacings in the x and y directions. When a static 
electric field of average field strength Ex is ap
plied to the medium parallel to the x axis, the 
resulting current density will be a periodic func
tion of x and y. If this current density is averaged 
with respect to y, the average current density jx 
must be in the x direction and must be independent 
of x by conservation of charge. In terms of jx and 
Ex we define the effective conductivity l:x(u" (2) 
in the x direction to be l:Z(UI' (2) = jx/Ex. The 
first argument of l:x denotes the conductivity of 
the medium surrounding the cylinders and the 
second argument denotes that of the medium con
stituting the cylinders. In a similar way we define 
l:u. The object of this note is to prove the following 
theorem: 

Theorem. Let a medium contain a rectangular 
lattice of identical parallel cylinders, each of which 
is symmetric in the x and y axes, which are the 
lattice axes. Then the effective conductivities l:z 
and l:. of the composite medium in the x and y 
directions are related by 

UI/l:x(UI' (2) = l:u(U2' UI)/U2' (1) 

The first argument of l:z or l:. denotes the con
ductivity of the medium surrounding the cylinders 
and the second argument that of the medium 
constituting the cylinders. The theorem also applies 
to thermal and other conductivities when the cor
responding potentials are harmonic functions. 

An important corollary of this theorem follows 
when the lattice is square and when each cylinder 

* The research reported in this paper was sponsored by 
the National Science Foundation under Grant No. NSF 
G 19671. 
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is symmetric in the line x = y. In this case the 
x and y directions are equivalent so l:z(u" (2) = 
l:.(UI' (2). Then we may omit the subscript and 
writel: = l:z = l:.. Therefore the theorem yields 
the corollary 

Corollary 1. When the lattice is square and each 
cylinder is symmetric in the line x = y, 

(2) 

Another corollary of the theorem results from 
the fact that l:z and l:. have the dimensions of 
conductivity, so they are homogeneous of degree one 
in UI and U2. Therefore l:z(UI' (2)/UI = l:i1, U2/UI) 
and l:.(U2' UI)/U2 = l:.(1, UI/(2)' Now the theorem 
yields the further corollary 

Corollary 2. 

1/l:zC1, ud UI) = l:.(1, uti (2)' (3) 

When the hypothesis of Corollary 1 is satisfied, 
Corollary 2 yields 

1/l:(1, U2/UI) = l:(1, UI/(2)' (4) 

The special cases of (3) and (4) in which UdUI = 00 

and Uj/ U2 = 0 were proved previously. I It is interest
ing to note that the approximate expression for l: 
derived by Rayleigh2 for a square lattice of circular 
cylinders satisfies (4). 

The results (2) and (4) also apply to the average 
conductivity of a statistically homogeneous isotropic 
random distribution of cylinders of one medium in 
another medium. This can be proved by appro
priately adapting the following proof. 

To prove the theorem we first consider the 
harmonic function cp(x, y) which is the potential 
corresponding to the applied field of average 
strength unity in the x direction. By symmetry, 
the lines x = 0 and x = X are equipotential lines 
while y = 0 and y = Yare field lines. If we let 

1 J. B. Keller. J. Appl. Phys. 34, 991 (1963). 
2 Lord Rayleigh, Phil. Mag. Ser. 5 34, 481 (1892). 
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'1'(0, y) = 0 then 'I' (X, y) = X while rpu(x, 0) = 
rpu(x, Y) = O. On the interface S between the 
two media, continuity of potential and of the normal 
component of current yield 

'1'+ = '1'- on S, (5) 

O'lorp+/on = 0'2 orp-/on on S. (6) 

Here '1'+ and '1'- denote the values of 'I' outside S 
and inside S, respectively, while a/an denotes the 
derivative along the outward normal to Sand 
0'1 is the conductivity outside S. The average 
current across the line x = X is 

i. = y-1 L
Y 

O'lrp:(X, y) dy 

= 0'1 y-1 L
Y 

1/tu(X, y) dy = 0'1 Y-11/to. (7) 

Here 1/t is the harmonic function conjugate to 'I' 

which has the value zero on the field line y = 0 
and the unknown value 1/to on the field line y = Y. 

From (5) it follows that o1/t + Ian = or/an on S 
and from (6) that 0'101/t+/OS = 0'201/t-/OS on S where 
a/as denotes differentiation along S. Upon integrat
ing the last relation and noting that 1/t + = 1/t-

at y = 0, it follows that 0'11/t+ = 0'2r. We also 
note that 1/t.,(0, y) = 1/t.,(X, y) = O. Therefore we 
define 4> by the relations 

4>+ = Y1/t+ /1/to, (8) 

(9) 

Then <I> is a harmonic function satisfying the con
ditions 4>.,(0, y) = 4>., (X, t) = 0; 4>(x, 0) = 0, 
4> (x, Y) = Y, 4>+ = 4>- on S, and 0'20<I>+ /on= 0'10<I>-/on 
on S. Thus 4> is the potential corresponding to an 
applied field of average strength unity in the y 
direction when the conductivity outside S is 0'2 
and that inside S is 0'1' The average current in the 
y direction is then 

i. = x-1 LX 0'2<I>.(X, Y) dx = 0'2X-1 Y 1/t~1 

X LX 1/t.(x, Y) dx = 0'2X-1 Y 1/t~1 

X LXrp.,(x, Y) dx = 0'2 Y 1/t~1. (10) 

Since E., = E. = 1, it follows that~., i., and 
~u = iu' Then from (7) and (10) the result (1) 
of the theorem follows. 
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Scattering of Electromagnetic Waves by a Composite Cylinder* 
MOHAMMED AZIZUL ISLAM 

Advanced Communications Section, AVCO Corporation, Wilmington, Massachusetts 
(Received 15 October 1963) 

The scattering of an obliquely incident electromagnetic wave by a composite cylinder has been 
obtained using fundamental electromagnetic principles. The general result has been reduced to 
simpler forms for certain special cases. 

1. INTRODUCTION 

T HE recent scientific interest in space exploration 
and guided missiles has presented many new 

and radically different communication and in
strumentation problems. For example, one is in
terested to know the scattering cross section of a 
re-entry vehicle which is covered with a plasma 
sheath, or the kind of dielectric coating one should 
have in order that the scattering cross section may 
be appreciably reduced. 

The problem of scattering of electromagnetic 
waves by obstacles has received the attention of 
various authors. 1

-
9 Many of them, however, treated 

the case of normally incident electromagnetic waves 
only. A consistent approach to the problem of 
scattering by cylindrical structures has been de
scribed by Wait. 10 

The problem to be considered in this paper is 
that of scattering of an obliquely incident plane 
electromagnetic wave to a composite dielectric 
cylinder. The approach is similar to that of Strattonll 

and Wait,lO who treated the problem of a single 
dielectric cylinder. 

2. STATEMENT OF THE PROBLEM AND 
FORMULATION 

The geometry of the composite dielectric structure 

* This research was supported by Air Force Ballistic Sys
tems Division under contract AF04(694)239, and partially 
by the National Aeronautics and Space Administration, under 
Grant No. 355 to Northeastern University, Boston, Massa
chusetts. 

1 R. D. Kodis, J. Res. Nat!. Bur. Std. D65, 19 (1961). 
, C. Yeh and Z. A. Kaprielian, Can. J. Phys. 41,143 (1963). 
a J. H. Van Vleck, F. Bloch, and M. Hamermesh, J. App!. 

Phys. 18, 274 (1947). 
• S. H. Dike and D. D. King, Proc. IRE 40, 853 (1952). 
6 E. S. Cassedy and J. Fainberg, IRE Trans. Antennas 

Propagation 8, 1 (1960). 
S C. T. Tai, J. App!. Phys. 23, 909 (1952). 
7 J. E. Storer and J. Sevick, J. App!. Phys. 25,369 (1954). 
8 P. Ya. Ufimtsev, Rad. Eng. Electron. Phys. (USSR) 2, 

241 (1962). 
8 R. W. P. King and T. T. Wu, The Scattering and Dif

fraction of Waves (Harvard University Press, Cambridge, 
Massachusetts, 1959). 

10 J. R. Wait, Electromagnetic Radiation from Cylindrical 
Structures (Pergamon Press, Inc., New York, 1959). 

11 J. A. Stratton, Electromagnetic Theory (McGraw-Hill 
Book Company, Inc., New York, 1941), p. 524. 

is as shown in Fig. 1. A plane electromagnetic wave 
is incident on a composite infinitely long cylinder 
making an angle (J with the axis of the cylinder. 

Let Ei be the incident electric field, ~ the unit 
vector along the direction of E\ ko the propagation 
vector, (J the angle of incidence; ~ will be assumed 
to be parallel to the plane cp = 0, i.e., in the x-z plane. 
The time variation is assumed to be according to 
the factor ei

"". Since the H field is assumed to be 
perpendicular to the axis of cylinder, the wave will 
be called TM wave. When the E field is perpendicular 
to the axis, the wave will be termed a TE wave. 

The equation of a plane wave is 

In circular cylindrical coordinate system, 

x = r cos cp, 

Therefore, 

y = r sin cp, z = z. 

Ei = ~Eo exp [-jkoz cos (J + jAor coscp], (1) 

where Ao = ko sin (J. 

Using the expansion12 of eh ain9, 

'" 
ehain9 = ~ ei"8J,,(Z) , (2) 

ft--CO 

one writes 

'" 
~ (D"e-i"~ J,,(Aor). (3) 

,,_-co 

Substituting (3) in (1), one obtains 

'" 
Ei = ~Eo ~ (D" J"(Xor)F,, , (4) 

n--co 

where F" = exp [-jkoz cos (J - jncpJ. 
Therefore, the z component of Ei will be 

'" 
E! = Ei.~ = Eo sin (J L: (D" J"(Xor)F,,. (5) 

Since the cylinder is of infinite length, there is no 
11 P. M. Morse and H. Feshbach, Methods of Theoretical 

Physics (McGraw-Hill Book Company, Inc., New York, 
1953), Part 1, Chap. 5, p. 620. 
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discontinuity along the z direction. As such, the 
z variation of all field components must be the same 
as that of the incident field, i.e., according to the 
factor e-j/··· 00.8. The z component of the scattered 
field will then be 

'" E: = L: a:H~2)(AoT)F". (6) 
a--co 

a: is a coefficient to be determined from suitable 
boundary condition, and H~2) (AoT) is the Hankel 
function of the second kind, defined as H~2) (AoT) = 
J,,(AoT) - jN,,(AOT) , where J,,(Aor) and N,,(Aor) are 
two independent solutions of the Bessel equation. 
This function is chosen to ensure proper behavior 
of the wave at infinity. Henceforth, the superscript 
(2) from H~I) (A or) will be omitted. 

Because of the assumed polarization, the z 
component of the Hi field is zero. The z component 
of the scattered field, however, will not in general 
be zero, except in the case of normally incident 
wave or of a perfectly conducting cylinder. 13 Thus, 
even though, the incident wave is purely TM, the 
resultant field have to be constructed as a super
position of a set TE and TM waves. 

Therefore (the summation in the sequel runs from 
n = - ex> to + ex», 

H! = 0, (7) 

It is now necessary to relate the other field compo
nents with E!, E;, H!, and H;. To do this, one starts 
with Maxwell's equations and obtains the following 
relationships: 

E 1 [ . a aE. +. aH.] 
~ = kl - a 2 - J r a;j; }WJ.l. Tr ' 

H - 1 [_.~aH. _. aE.]. 
~ - k' - (i J r arb }WE aT 

(8) 

In Eqs. (8), k, J.l., E are the properties of the medium 
and a / az = - ia. For the present case, the z depend
ence is as e-j~·· oooe. Then, a = ko cos (J. It is now 
easy to write the rb component of the incident and 
the scattered field. 

Thus, from (5), (6), (7), and (8), 

Ei _ '" -anNo sin (J(D" J"(Aor)F,, (9) 
.. - £..J r~ , 

.' 

FIG. 1. Composite cylinder and the coordinate system. 
Region I: 0 ~ r ~ a; 1-'10 EI, 0"1, R I • Region II: a ~ r ~ b; 
/J2, EI, 0"1, RI • Region III: b ~ r; 1-'0, EO, Ro. 

H! = L: -jk~EoAsin (J (J)"J~(AoT)F .. , (11) 
WJ.l.o 0 

H: = L: [-~ b~H,,(Aor) - jk~ a:H~(AoT)]F ... (12) 
r "0 WJ.l.o"o 

The prime sign with J" and H" indicates differentia
tion, and, as indicated previously, the summation 
runs over n from - ex> to ex>. Thus (5), (6), (7), and 
(9)-(12) are the field representations in Region III. 
Since the radial components are not required for 
matching boundary conditions, these have not been 
set up. It is now easy to set up the field components 
in Regions II and I following the same principles 
and observing that in Region II both J,,'s and H,,'s 
are permissible solutions and in Region I, only the 
J,,'s are permissible solutions. These are 

Region II 

L: [b,.J,,(A2r) + C"H"CA2T)]F", 

L: [a"J,,(A2r) + e"H"(A2r)]F,,, 

(13) 

(14) 

(15) 

E: = L: [ -~a: H,,(Aor) + jw~:b: H~(Aor) ]F", (10) H~2) 

+ jW~2 [a"J~(A2r) + e"H~(A2r)] }F", 

L: {- jk~ [b,.J~(A2T) + C"H~(A2T)] 
WJ.l.2"2 

13 J. R. Wait, Can. J. Phys. 33, 189 (1955). (16) 
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Region I 

E d,.J"O\lr)F", 

E t,.J"O\lr)F", 

(17) 

(18) 

E~ll = E [-~ d,.J .. (A1r) + jw~1 t,.J~(Alr) ]F", (19) 

H (2l _ 
'" - E [- jk! d,.J~(Alr) 

WJ.LII\I 

- ~ t,.J,,(Alr) ]F ... (20) 

All summations run over n from - CD to CD, and 
the superscripts (1) and (2) indicate the regions in 
which they are valid. 

As indicated previously, 

AO = ko sin 8, a = ko cos 8, 

Al = (k~ - k~ cos2 8)!, A2 = (k~ - k~ cos2 8)t, 

F" = exp [ - jrup - jkoz cos 8]. 

a", b", etc. are suitable coefficients to be determined 
from the boundary conditions. These are 

at r = b 

H! + H: = H!2l, 

E! + E: = E!2l, 

atr = a 

H!2l = H!ll, 

E;2l = E;ll, 

H! + H: = H~2l; 

E! + E: = E~2l ; 

H~2l = H~ll; 

E~2l = E~1). 

3. DETERMINATION OF THE COEFFICmNTS 

Since at r = a, E;1) = E;2l, one must have 

E d,.J,,(Ala) exp [ - jncjJ - jkoz cos 8] 

(21) 

(22) 

= E [b,.J .. (A2a) + C"H .. (A2a)] 

X exp [ - jrup - jkoz cos 8]. 

Multiplying both sides of above by eipq, and integrat
ing with cjJ between the limits 0 to 211', the above 
reduces to 

(23) 

In a similar manner, the boundary condition (21) 
and (22) applied to the proper field expressions 
yield the following: 

(24) 

+ jw~2 [a"J~(A2a) + e"H~(A2a)], 

- jk! d"J~(Ala) - ar:2 t,.J .. (Ala) 
WJ.l.11\1 al\l 

an 
- ~ [a,.J ,,(A2a) + e"H.,(A2a)] , 

al\2 

Eo sin 8(j)"J,,(Aob) + a:H,,(Aob) 

= b"J,,(A2b) + C"H,,(A2b), 

(25) 

(26) 

(27) 

b:H,,(AOb) = a,.J,,(A2b) + e"H,,(A2b), (28) 

:~ [Eo sin 8{J)" J,,(Aob) + a:H,,(Aob)] - JW~o b:H~(Aob) 

an 
= bA~ [b,.J,,(A2 b) + C"H,,(A2 b)] 

- jw~2 [a,.J~(A2b) + e"H~(A2b)], 

-j~~ [Eo sin 8(JrJ~(Aob) 
WJ.l.ol\o 

+ a:H~(Aob)] - :~ b:H,,(Xob) 

= _ jk~ [b,.J~(A2b) + C"H~(A2b)] 
WJ.L21\2 

an 
- bA; [a,.Jn(A2b) + e"H,,(A2b)]. 

(29) 

(30) 

There are thus eight equations [(23)-(30)], and 
eight unknowns (an' bn, Cn, dn, en, tn, a:, and b:). 

By manipulating the equations and using the 
value of the Wronskian, 

the above eight equations may be reduced to the 
following set: 

(31) 
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where an, b", c. and en are the unknowns, and the 
quantities An, B,., etc. are defined as follows: 

An = ex;: In(A2a{~~ - ~~J ' 
Bn = a;: Hn(A2a{~~ - ~;J ' 

Dn = _iwIL2 J'(A ) + iwIL! J~(Ala) J (A a) 
A2 .. 2a 

Al In(Ala) n 2 , 

Hn = 

G .. = - jk~ J~(Ala) Hn(A2a) + jk~ H~(A2a), 
WILlA! J .. (Ala) WIL2A2 

Ln = 7: In(A2b{~~ - ~;J . (32) 

Mn = 7: Hn(A2b{~~ - ~;J ' 
p = _iwIL2 J'(A b) + jwlJ.o H~(Aob) J (A b) 

n A2 n 2 Ao H .. (AOb) .. 2 , 

Q = _jwIL2 H'(A b) + jwlJ.o H~(Aob) H (A b) 
.. A2 n 2 AO H .. (Aob) .. 2 , 

Rn = - jk~ H~(AOb) J .. (A2b) + jk; J~(A2b), 
WILOAO Hn(AOb) WIL2 A2 

Sn = - jk~ H~(Aob) H (A b) + jk; H'(A b) 
WILoAo Hn(AOb) .. 2 WIL2 A2 n 2 , 

T = 2k~(j)n 12Eo sin e. 
n 7rWlLob AO Hn(AOb) 

The solutions for the unknowns may be now formally 
written down. 

0 B .. -D .. -En 

b = 0 Gn -An -Bn ~-I n , 
0 Mn -Pn -Qn 

-Tn S .. -Ln -Mn 

An 0 -Dn -E .. 

Hn 0 -An -Bn ~-I Cn = , 
L .. 0 -p .. -Qn 

E .. -T .. -Ln -MJ 

An Bn 0 -E .. 

H .. Gn 0 -Bn ~-I a .. = , (33) 
L .. 111 .. 0 -Q" 

Rn Sn -Tn -Mn 

A .. Bn -D,. 0 

Hn G .. -An 0 ~-I en = , 
Ln Mn -P,. 0 

Rn Sn -Ln -Tn 

An Bn -Dn -En 

~= 
Hn Gn -An -Bn 

Ln Mn -Pn -Qn 

Rn S .. -Ln -M .. 

and II represents the determinant. Once an, bn, Cn , and 
e.. are known, the other unknowns may easily be 
found. These known coefficients may then be sub
stituted in (5), (6), (7), and (9)-(20) to obtain the 
different field components. This then is the complete 
formal solution of the general problem. The result 
for the case of the magnetic vector in the cp = 0 
plane and the electric vector along the y direction 
may be obtained using the analogy between the 
magnetic and electric quantities, namely, by sub
stituting in the above results H for E, - E for H, 
and IL and E interchanged throughout. 

4. SPECIAL CASES 

It is interesting to see how these complicated 
results behave in certain very special cases. 

Case 1 

If one lets IL2 = ILo, E2 = Eo, the above problem 
should reduce to the problem of a single dielectric 
cylinder. With the above substitution, (32) becomes 

an [1 1 ] Bn = a H .. (Aoa) }:i - A~ , 

En 

Fn _ jk~ J~(}\la) J .. (Aoa) + jk~ J~(Aoa), 
WILIAI J .. (Ala) WILoAo 

2 (34) 
_~ J~(Ala) H .. (Aoa) + jk~ H~(Aoa), 

WILIAI J .. (Ala) WILoAo 
G .. 

Ln = M .. = Q .. = Sn = 0, 
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RIO = -2k~l1rwII-o~bH .. (Xob), 

T = 2k~Ur Eosin 8. 
.. 'lrwlI-oAQb H"(}"ob) 

Therefore (31) reduces to 

A.btl + B"c,. - D"a" - E"e" = 0, 

H"b .. + G"c. - Ana" - B"e" = 0, (35) 

P"a" = 0, Rnb" = -Tn. 

These may be solved in the usual way. The results 
are 

aft = 0, 

b" = <itEo sin 8, 

b! = e,. = ~ Eo sin 8W" 
WII-o 

X {;2 (!z - ~) [~ .. (~2~} I 

toward the source (¢ = 0). Thus, for the infinite 
cylinder under consideration, 

UB per unit length = lim 2'1rf 

~ 2 

:E a:H,.(Xof) exp [-jrup - jkoZ cos 8] 

X io-;~ 8 exp [-jkoZ cos 8 + jkofSin 8 cos¢ 

.. (2 )l 2 
,,~~ a: -;;;:r exp {-jkor + 31tn- + t(n'lr»)} 

= 2'1rf E r;k ] , oexpu or 

where the asymptotic expression for H,,(kor) has 
been used. Since only the absolute value is of 
interest, the above reduces to 

4 I '" 12 
UB per unit length = Eoko ,,~'" a: 

4 I '" "12 41 '" II \2 = E k :E e,.a" = -k :E e,.W Wit 1 (38) 
o 0 n-O 0 n-O 

j .. = b:[Hn(v)/J .. (u)], (36) where 

a! = c" = {J)"Eo sin 8 

{ 
[H~(V) K J~(U)J} 

X - J,,(v) _ 2' VifIv) - ;; JJU) 
H,,(v) J 'lrV

2 [H .. (v)]2 D ' 

d" = (Eosin 8W"J,,(v) + a:H .. (v)][l/J,,(u»), 

where 

N = kUk~, 

These results are exactly what one expected and 
agree with Wait's13 results for a single dielectric 
cylinder. The corresponding results for normal 
incidence may easily be obtained by letting 8 = 90 0 

in (36). The back-scattering cross section for this 
infinite dielectric cylinder may be defined as 

and 

e,. = 2 for n ~ 0 

= 1 for n = 0, 

W" = a!/[EoW"]. 

With 8 = !'Ir and 11-1 = 11-0 (assumed), from (36), 

a: J..{v) 
W" = EoW" = - H,.(v) 

- 2
i
{ ... [H (')J'[~ - JI!:~J} 

.. vH .. (v) uK J,,(u) 

-klJ~(kla)J .. (koa) + koJ .. (kla)J~(koa) (39) 
= k1J:(k1a)H .. (koa) - koJ .. (kla)H~(koa) • 

This result agrees with King and Wu's result 
(o.f. Ref. 9, p. 69). 

Case 2: Highly Conducting Cylinder with a 
Dielectric Coaxial Cylinder Outside 

't 1 gth I' 2 !E"!2 P:mni 
Us per urn en = lID 1!1' Ei = --i , 

r~" S 

This is the most important case. Here in Region I, 
(37) one assumes Ut!WEl » 1. Therefore, 

where P:mui is the total power reradiated per unit 
length of an ideal omnidirectional scatterer that 
maintains the same field E" at a radial distance r 
for all values of ¢ as that maintained by the actual 
scattering cylinder specifically in the direction 
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With these restrictions, (32) reduces to the following: 

All ~ -(an/a)[J"O\2a)/A~], 

BIl ~ -(an/a)[H"(}\2a)/A~], 

D" ~ - (jw}J.2/A2)J~(A2a), 

En ~ -(jw}J.dA2)H~(A2a), 

Hn ~ -(jkUW}J.IAl)J .. (A2a)[J~(Ala)/J .. (Ala)], 

G" ~ -(jkUW}J.IAl)Hn(A2a)[J~(Ala)/J,,(Ala)]. 

(40) 

L n , M n , P n , Q", R", S", and T" are the same as in (32). 
One may substitute (40) into (31) and solve for 

the unknowns. From (40) it is apparent that 

G" H,,(A2a) B" 
H" ~ J,,(A2a) ~ A" ' 

A .. /H" ~ B"/H,, '" 0, 

c" = - [J .. (A2a)/ H,,(A2a)]b", 

e" ~ - [J~(A2a)/H~(A2a)]a". 

Before solving for the unknowns, some comments 
regarding the boundary conditions at the surface 
of a perfect conductor are in order. At the surface 
of a perfect conductor, the tangential components 
of the electric field and the normal component of 
the B field must be zero. The normal component 
of D is zero inside the perfect conductor, but is not 
zero, in general, just outside the conductor, because 
of the presence of the surface charge density. Like
wise, the tangential magnetic field inside a perfect 
conductor is zero, but is not zero just outside it. 
This discontinuity gives rise to the surface current 
density. Thus, the boundary conditions required to 
solve a boundary-value problem involving a perfect 
conductor surface are either 

E</> = 0, E. = 0 at the surface, 
(41) 

or 

a/ar(rH</» = 0, a/arCH,) = 0 at the surface. 

One has a choice now to continue with the solution 
of (31) with (40) or reformulate the problem with 
the new setup. If the formulation is correct, both 
must yield the same result. If instead of solving (31) 
with (40), one prefers to work directly with the 
perfect conductor and the outer dielectric cylinder, 

the procedure will be to start with (5)-(16) and 
apply boundary conditions (21) and the condition 
that at r = a, 

(42) 

This will yield the following set of relationships: 

Eosin OJ''JoO\ob) + a:J/ .. (Aob) 

= b"J .. (A2b) + C"H .. (A2b), 

b:H .. (Aob) = a"J .. (A2b) + e .. H,,(A2b), 

- :~ [Eosin OJ'' J,,(Aob) + a:H,,(Aob)] + jw~o b:H~(Aob) 
an 

= -bA~ [b.] .. (A2b) + C .. H,,(A2 b)] 

+ jw~2 [a .. J~(A2b) + e"H!(A2b)], (43) 

- jk~ [Eosin OJ'' J!(Aob) + a:H~(Aob)] - an
b

"\2 b:J/,,(Aob) 
W}J.ol\o 1\0 

an 
- bA~ [a"J.(A2b) + enH .. (A2b)] , 

b.] .. (A2a) + C .. H,,(A2a) = 0, 

a.]!(A2a) + e"H!(A2a) = O. 

Here again one has a set of six equations and six 
unknowns. As pointed out earlier, solving for the 
unknowns in (43) will be the same as in (31) with 
(40). By either or both methods, one obtains the 
following results: 

b .. [~~ - ~i] a;: X 

= a [jw}J.o H!(Aob) Y _ jw}J.2 w] 
" Ao H.(Aob) A2 ' 

(44) 

and 

a .. [~~ - ~~] a;: y = b"[W~~~2 V 

_ jk~ H~(Aob) x] + 2k~j: Eo sin O. 
W}J.oAo H .. (Aob) 7rw}J.oAob H"CAob) 

(45) 

From (44) and (45), one obtains 

(46) 
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In (44), (45), and (46) above, the functions X, Y, W, 
and V are defined as follows: 

X = J"CA2b)H .. CA2a) - J .. (A2a)H,,(A2b) 
H,,(A2a) , 

Y = J .. (A2b)H~(A2a) ,- J~(A2a)H,,(A2b) 
H,,(A2a) , 

(47) 

W = J~(A2b)H~(A2a) ,- J~(A2a)H~(A2b) 
H n (A2a) , 

Thus one obtains the complete solution of the 
problem. It is interesting to see how a: behaves 
for the case of normal incidence. For this case, 

a = ko cos 0 = 0, 

AO = ko sin 0 = ko, 

Also assume J.l.2 = J.l.o. 
Then 

a: = 

Obviously, the coefficient of the back-scattering cross 
section W" = a~/Eor = the quantity in { I above. 
This result agrees with Ref. 9, p. 69, Eq. (18.3). 

The solution for the problem of a single conducting 
cylinder may simply be obtained by letting a = b, 
A2 = Ao, J.l.2 = J.l.o in the result for the above case. 

For this case, from (47), 

X = W = 0, 
y = - [2j/7rAoaH~(Aoa)], (49) 
V = 2j/7rAoaHnCAoa). 

V = J~(A2b)Hn(A2a) - In(A2a)H~(A2b). 
H n (A2a) 

Since an is now known from (46), bn is obtained 
using (44) and (46), and hence en and e .. also are 
obtained from the last two relationships of (43). 
From the second equation of (43), 

b: = a .. [J .. (A2b)/H,,(Aob)] + e,,[H,,(A2b)/H .. (Aob)]. 
a" and e" both being known, b: can be found. 
From the first equation of (43), 

a: = [1/H .. (Aob)][b"X - Eosin 0i'J .. ("Aab)]. 
Thus 

Note: 

2j 
7rb = - Ao[J,,(Aob)H~(Aob) - J~(Aob)H,,(Aob)]; 

also 

V = J~(A2b)H .. (A2a) - J .. (A2a)H~(A2b) 
X = J .. (A2b)H,,(A2a) - J.(A2a)H,,(A2b) 

_ In(A2a)N~(A2b) - J~(A2b)N,,(A2a) 
- J,,(A2a)N,,(A2b) - J,,(A2b)N .. (A2a) 

Therefore, 

Then from (46) and (43), 

an = en = O. 

From (45) and (49), 

Therefore, 

e" = - [In(Aoa)/Hn(Aoa)]i'Eo sin 0, 

a~ = -[JnCAoa)/H,,(Aoa)]f'Eo sin 0 = en. 

(50) 

(51) 

(52) 

(53) 
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From (43) and (50), 

(54) 

Looking back into the field components in the 
various regions, it is observed that for the case 
of a single conducting cylinder there is no z compo
nent of the H field. One may thus make an important 
observation that, for the case of a single conducting 
cylinder, if the incident wave is TE, only TE modes 
are excited. Similarly, it can be shown easily that, 
for this case, if the incident wave is TM, only 
TM modes are excited. However, for a dielectric 
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cylinder with obliquely incident wave, a combination 
of TE and TM modes will be required to satisfy 
the boundary conditions even though the incident 
wave may be just TE or TM. 

The results of various simplified cases may thus 
be obtained from the general formulation. 

The author wishes to acknowledge his indebted
ness to Professor Sheldon S. Sandler of N orth
eastern University, Boston, Massachusetts for his 
encouragement and guidance, and to C. R. Mullin 
of AVCOjRAD, Wilmington, Massachusetts for 
various illuminating discussions on this subject. 
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Various aspects of plasma theory are derived by the application of operational methods to the 
equation of electron motion. Discussed herein are the complex tensor dielectric constant, the tensor 
permittivity and conductivity, plasma transient behavior, and plasma oscillations. 

INTRODUCTION 

T HE plasma model discussed in this paper IS 

considered to be composed of equal densities 
of free electrons and heavy positive ions distributed 
uniformly throughout the volume under discussion, 
and neutral particles whose population density is 
very large with respect to that of the charges. The 
density of particles is supposed to be large enough 
to present the appearance of a macroscopically 
continuous medium, electrically neutral at all 
points. The collision frequencies are considered to 
be independent of electron velocity.1 

The dispersive effects of thermal motions and 
pressure gradients are neglected. These effects can 
be analyzed as indicated by Chandrasekhar2 and 
Jackson.3 

* Present address: Lockheed Missiles and Space Company, 
Sunnyvale, California. 

1 I. P. Shkarofsky, M. P. Bachynski, and T. W. Johnston, 
Electromagnetic Effects of Re-entry (Pergamon Press, Inc., 
New York, 1961), p. 24. 

J S. Chandrasekhar, Plasma Physic8 (University of Chi
cago Press, Chicago, 1960), p. 143. 

a J. D. Jackson, Classical Electrodynamics (John Wiley & 
Sons, New York, 1962), pp. 335-340. 

THE EQUATION OF MOTION 

Consider an electron-ion pair originally at rest 
at point 1 (Fig. 1). If the effect of an applied force 
field is sensitive to charge, the electron-ion pair 
separates. If the ion mass is much greater than the 
electron mass, the electron moves to point 2 while 
the ion is considered to remain approximately at 
point 1. The symbol r thus represents electron 
displacement. 

The forces on an electron may be due to the 
presence of an electric field (alternating or electro
static), collisions with neutral particles (the average 
effect of which is a frictional force), and a static 
magnetic field. The electron velocities are assumed 
to be much less, numerically, than the speed of 
light, so that the effect of an alternating magnetic 
field is negligible in comparison to that of the 
associated electric field. 

Newton's law of motion becomes 

mr = -eE - milt + eB xt, (1) 

where m is the mass of electron, - e the charge 
on electron, E the total electric field, II the collision 
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The forces on an electron may be due to the 
presence of an electric field (alternating or electro
static), collisions with neutral particles (the average 
effect of which is a frictional force), and a static 
magnetic field. The electron velocities are assumed 
to be much less, numerically, than the speed of 
light, so that the effect of an alternating magnetic 
field is negligible in comparison to that of the 
associated electric field. 

Newton's law of motion becomes 

mr = -eE - milt + eB xt, (1) 

where m is the mass of electron, - e the charge 
on electron, E the total electric field, II the collision 
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frequency, B the static magnetic field, and r the 
electron displacement vector. Equation (1) is 
normalized by dividing by the mass: 

r - wei xt + lit = -'YE, (2) 

where 'Y is the electronic charge-to-mass ratio, 
w. = 'Y IBI, angular cyclotron rate, and i is a unit 
vector in direction of B. The electric field E is 
made up of two parts; the electric displacement D, 
and the induced volume polarization P. The relation
ship is 

D = EoE + P, (3) 

where E. is the permittivity of free space. The 
volume polarization is equal to the induced dipole 
moment per unit volume; therefore 

P = -Nel, (4) 

where N represents the electron density. Sub
stituting for E in Eq. (I), 

r - wei xt + vt + w!r = -'YE;;-lD, (5) 

where w! = N eE;;-l. The quantity WI' will be shown 
later in this paper to be the resonant angular rate 
of a collisionless plasma, in the absence of a static 
magnetic field. 

Either Eq. (2) or Eq. (5) may be used to analyze 
steady-state behavior, i.e., if the general nature 
of the electron motion is known. For the analysis 
of transient behavior, Eq. (5) must be used. 

TENSOR DIELECTRIC CONSTANT 

It is desired to determine the dielectric tensor K 
of the plasma, such that 

D = EoK·E. (6) 

From Eqs. (3) and (4) it is seen that P, and therefore 
r, must be determined. If the time-derivative op
erator is represented by the tensor S, Eq. (2) can 
be written 

[SI - wei x S + liS] 'r(S) = -'YE(S), (7) 

as rand E are now functions of S. Combining 
Eq. (7) with Eqs. (3), (4), and (6) shows that4 

K(S) = I + W;[S2 - wei x S + IISr l, (8) 

2 

Fro. 1. Displacement of 
electron. 

• An inverse T-l of a tensor T is defined by T-l'T ... I. 

where I is the idemtensor. If the fields are sinusoidal 
(elliptically polarized), the operator S can be written 
as jw I, with w representing electrical angular rate 
and j = (-1)t. Equation (8) becomes 

K(w) = I - w;[(w2 
- jvw) 1 + .1wewi x rl. (9) 

Upon introduction of the following standard sub
stitutions6 

We = Yw, II = Zw, (10) 

Eq. (9) becomes 

K(w) = 1- X[(1 - jZ)1 + jYixr l
• (11) 

It is desirable to express K(w) in terms of the 
eigenvectors of ji x. The relationship is found to bee 

(12) 

where il and i2 are unit circularly polarized vectors 
rotating in the right-handed and left-handed sense,7 

respectively, when viewed in a direction opposite 
to i. Since i, iI, and i2 form an orthogonal set, the 
idemtensor can be written as 

(13) 

Upon taking the indicated inverse, Eq. (11) becomes 

K(w) = [1 - 1 ~ jZ Jii + [ 1 - 1 _ : _ jZ }lil 

+ [ 1 - 1 + : _ jZ }2i2' (14) 

The permittivity E and conductivity d tensors are 
given by the real and imaginary parts of K; 

E(W) = EoR(K) 

= EO[ 1 - 1 : Z2 Jii 
+ [1 X(1 - Y) J .. 

Eo - (1 _ yy + Z2 1111 

+ [ 1 X(1 + Y) J .. 
Eo - (1 + y)2 + Z2 1212, (15) 

& K. G. Budden, Radio Waves in the Ionosphere (Cam
bridge University Press, Cambridge, England, 1961), 1st ed., 
pp. 24, 26, 27. 

I See Appendix I. 
7 Right-handed, as used here, means counterclockwise as 

viewed in a direction antiparallel to the magnetic field. Left
handed means clockwise. 
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TRANSIENT BEHAVIOR 

In order to analyze the motions within a plasma 
in the absence of an externally applied field, Eq. (5) 
must be used with D = o. Any oscillations involve 
an interchange of energy between the kinetic energy 
of the electron motion and the potential energy of 
the plasma configuration. The equation of motion is 

i' - wei xt + Iff + w!t" = o. (17) 

For a nontrivial solution to exist, the operator S 
must be found so as to satisfy 

S2 - wei x S + vS + w!1 = o. (18) 

The solutions of Eq. (18) are given by 

2S = (v ± a)(1 - ii) 

+ (we ± b)i x + (-v ± c)ii, (19) 

where 

aV2 = {(l - 4w! - w!) 

+ [(l - 4w; - W~)2 + 4V2W~]!}i, (20) 

bV2 = {_(v2 
- 4w! - w~) 

+ [(l - 4w! - w!)' + 4v'w!]i}l, (21) 

c = (,,' - 4w;)!, (22) 

and the upper or lower sign on ±a requires the 
upper or lower sign on ±b, respectively. 

In order to analyze motion in the time domain, it 
is necessary to form the operator exp (St), defined by 

exp (St) = 1 + L: (n!fl(St)", 
" 

n = 1, 2, 3, ... (23) 

The operator indicated in Eq. (19) transforms to 
the time domain by 

exp (St) = (I - ii) exp [l( -v ± a)t] 

X cos [l(we ± b)t] + (i x) exp [!( -v ± a)t] 

X sin [!(we ± b)t] + (ii) exp [l( -v ± c)t]. (24) 

The first two terms on the right-hand side of Eq. 
(24) show the form of the transient behavior in 
planes perpendicular to the magnetic field. A study 
of Eqs. (20) and (21) shows that the quantities 
a and b are real, with a < v, so that these motions 
are a combination of exponentially damped elliptic 
orbits. The third term on the right-hand side of Eq. 
(24) shows the form of the transient behavior 
parallel to the magnetic field. Equation (22) shows 
that this transient behavior is either a purely 
exponential decay or an exponentially damped 

oscillation, depending on whether v > 2w" or 
v < 2wp • It is noted that the transient behavior 
parallel to the magnetic field is independent of We. 

This is due to the fact that a magnetic field has no 
effect on a charge moving parallel to it. 

OSCILLATIONS 

It is obvious that sustained self-oscillations are 
possible only if v = 0, so that none of the energy 
being interchanged is absorbed by the neutral 
particles during collisions. In this case, Eqs. (20), 
(21), and (22) become 

a = 0, 

b = (w~ + 4w;)!, 

c = 2jwp • 

Equation (24) becomes 

exp (St) = (I - ii) cos {[!(w! + 4w;)! ± w.]t} 

(25) 

(26) 

(27) 

± (i x) sin {[!(w! + 4w;)! ± welt} + (ii) cos (wpt). 

(28) 

The upper sign indicates a right-handed circular 
polarization at the higher frequency and the lower 
sign indicates a left-handed circular polarization at 
the lower frequency.7 The third term in Eq. (28) 
indicates oscillations parallel to the magnetic field 
at the plasma resonant frequency. 
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APPENDIX I. DETERMINATION OF THE 
EIGENVECTORS OF ji x 

The eigenvectors A; of ji x are defined by 

ji xA; = kiA;, (29) 

where the k; are scalar eigenvalues associated with 
the Ai. If the eigenvectors are assumed to have 
the form 

Ai = Ail + jA'2, 

with Ail and A'2 real, it is seen that 

Solving Eqs. (31) leads to 

(1 - k~)Ail = i(i·Ail). 

(30) 

(31) 

(32) 
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The eigenvectors in the plane normal to i have 
the eigenvalues kl = + 1 and k2 = -1. Equations 
(31) show that Ail and A;2 are equal in magnitude 
and, since the fields are sinusoidal, the operator 
j = (_1)1 indicates that A'2 leads Ail in phase 
by one-fourth of a cycle. The eigenvalue kl = + 1 
is thus associated with a right-handed (with respect 
to i) circularly polarized eigenvector (A12 = +i xAll), 

and the eigenvalue k2 = -1 is associated with a 
left-handed circularly polarized eigenvectoi (A22 = 

-i xAn). An eigenvector A3 , linearly polarized 
parallel to i, requires that k3 = o. 

If j and k are two unit vectors forming an orthog
onal rectangular set with i, then the unit eigen
vectors can be represented by i l and i 2 , where 

vectors. Any elliptically polarized field can be 
represented by the expression 

E(t) = EI cos wt + E2 sin wt, (36) 

where El and E2 are constant vectors. If there is 
a preferred direction in space (e.g., that of a static 
magnetic field), the component of E(t) linearly 
polarized in this direction is given by 

EA(t) = (ii)·E(t) 

= i(i· EI) cos wt + i(i· E2) sin wt, (37) 

where i is the unit vector in the preferred direction. 
The remainder of the field is given by 

EB(t) = (I - ii)·E(t), (38) 

Forming the dyadic ilil - i2i2 shows that8 

ilil - i2i2 = j(kj - jk); 

since, in rectangular coordinates, 

(33) which is perpendicular to i. EB(t) can now be 
decomposed into right and left-handed circularly 
polarized components. 

(34) Since both components are perpendicular to i, 

i x = kj - jk, 

it follows that 

APPENDIX II. DECOMPOSITION OF AN 
ELLIPTICALLY POLARIZED FIELD 

(35) 

(12) 

If Eqs. (14), (15), and (16) are to be useful, 
it must be shown that any elliptically polarized 
field can be composed to a linear sum of the eigen-

8 In the formation of the dvadic on the left in terms of 
j and k, it is important to note that the dyad j(J"k) = -j( jk), 
as shown in a study of vector operations in a complex domain. 

the right-handed component can be expressed by7 

ER(t) = F cos wt + i x F sin wt, 

and the left-handed component by 

EL(t) = G cos wt - i x G sin wt. 

(39) 

(40) 

The constant vectors F and G can be determined 
by setting 

(41) 

and equating the coefficients of cos wt and sin wt 
separately. The results are 

F = !l(I- ii)·E1 - ixE2], 
(42) 
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Expansions of Integrals of Bessel Functions of Large Order* 

C. F. CURTISS 

University of Wisconsin Theoretical Chemistry Institute, Madison, Wisconsin 
(Received 21 June 1963) 

Series expansions in powers of 1/ P of integrals over x of the product of the Bessel function J.( v.r:/y), 
[J.(px/y»)2, or J.(px/y) J.+1(px/y) with an arbitrary function of a restricted class are developed. 

ASYMTOTIC expressions for Bessel functions 
of large order and large argument have been 

considered extensively. 1 In the following we develop 
series expansions of certain integrals involving such 
Bessel functions. For this purpose let us define a 
set of functions 

F m(Y, 11) = f' xme-' J.(IIX/Y) dx, (1) 

where J .(z) is a Bessel function. The integral may be 
rewritten simply in the form of a Hankel transform, 

_ (_I)"y·+21 ( 1)( 2) - 1-- 1--f.1 8! t! (211)1 11 11 

x (1 _ 8 ~ 1)(1 _ 8 ~ 1) 

X (1_8~3) ... (1_ 8 + 2
I1

t-=-!). (5) 

Thus the function may be written in the form 

'" 
G(y,lI) = L: lI-nGn(y). (6) 

n-O 

(2) In particular, 

included in the tabulation of Erdelyi. 2 From this 
tabulation, it is found that (if 11 > - m - 1 and 
m ~ 0) 

(3) 

where GCm ) (y, 11) is the mth derivative with respect 
to y of the function 

G(y,lI) = [(Y/II)2 + lr!{[(Y/II)2 + 1]1 - (Y/II»)". (4) 

The function G(y, 11) may be expanded in powers 
of 1/11. In a straightforward manner it is found 
that for 0 < y < 11 

G( ) "" (-1)"1I! y' [1 + y2]!C'-'-1) 
y,1I = ~ 8! (11 - 8)! liB l 

L: (-I)"II! [l(1I - 8 - I)]! y.+21 
= •. 1 8! t! (11 - 8)! [!ell - 8 - 1) - t]!1IB+21 

* This research was carried out at the University of Wis
consin Theoretical Chemistry Institute in part under Grant 
NsG-275-62(4180) with the National Aeronautics and Space 
Administration, and in part under a grant from the National 
Acience Foundation. This research was also supported in part 
by a grant from the University Research Committee with 
funds supplied by the Wisconsin Alumni Research Foun
dation. 

1 A. Erdelyi, J. Math. Phys. 1, 16 (1960). 
2 Tables of Integral Transforms, edited by A. Erdelyi 

(McGraw-Hill Book Company, Inc., New York, 1954), 
Vol. 2. 

(7) 
G2(y) = _t(3y2 _ y3yv. 

It is clear that in general, Gn(y) is of the form 

(8) 

where g"..(8) is a polynomial in 8 of degree 2u, and 
may be written in the form 

2,. 

g"u(8) = L: gn".8(8 - 1) ... (8 - 2u + v + 1), (9) .-0 
where the gnu. are numerical coefficients. From the 
last two equations it follows that 

(10) 

That is, 
2 .. 

G,,(y) = e- V L: A ~jy;, (ll) 
j-n 

where the A~; are numerical constants. In particular, 
from Eqs. (7), it is seen that 

A~o = 1, 
(12) 

561 
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From the definition of the function F", (y, p), 
Eq. (1), and the usual Bessel differential equation, 
it follows that 

[ :22 +! aa - P:]Fm(Y, p) = _
p2

4 Fm+2(y, II). (13) 
uY YY Y Y 

Then from the form of the function given by Eq. (3), 
it is seen that 

(y2 + 'l)G Cm+2)(y, II) + (2m + 3)yGCm+l)(y, p) 

+ [em + 1)2 - l]Gcm)(y, p) = 0, (14) 

and from the series expansion [Eq. (6)] one finds that 

G!:;2)(y) _ G!:~(y) = _y2G!m+2)(y) 

- (2m + 3)yG!m+l)(y) - (m + 1)2G!m) (y). (15) 

In the special case of m = 0, this is a set of coupled 
second-order differential equations, 

G!2)2(y) - G,,+2(y) 

= _y2G!2)(y) _ 3yG!1)(y) - G,,(y). (16) 

It follows from induction that if this equation is 
satisfied, the equations for all values of mare 
satisfied. 

Let us define a set of numerical coefficients, 
A"I, by the recursion relation 

;0 - I)A.1 = 20 - I)A".i-l - A .. - 2. H 

+ (2; - 3)A,,-2.;-a - (; - 1)'A,,-2.i-2, (17) 

along with the initial conditions 

Aoo = 1; 

Ali = 0; 

Ao; = 0, 

A,,; = 0, 

From these relations, it follows that 

As; = 0; 

; ~ 0; 

; < n. 

; ~ 2, 3; 

A44 = i; A45 = -M; A46 = -.h-; 

; ~ 4, 5, 6. 

Further, let us define the set of functions 

(18) 

(19) 

g .. (y) = C"le-v + C,,2e" + e-w L: A .. ;y;, (20) 
; 

where the C"l and C"2 are arbitrary coefficients. 
Let us now consider the set of differential equa

tions [Eqs. (16)]. The functions Go(Y) and G1(y) 
are given by Eqs. (7). The equation with n = 0 
may be considered as a second-order differential 
equation, which partially describes the function 
G2 (y). This function is, also, known to be of the 
form described by Eq. (11). It may readily be 
shown that the function g2(y) defined above is a 
solution of this equation. Furthermore, since the 

equation is a second-order differential equation, 
this expression, with arbitrary values of Cn1 and 
C .. 2 , represents the most general solution of the 
equation. The only solution of Eq. (16) with n = 0, 
which is consistent with Eq. (11), is obtained by 
setting C21 = C22 = O. This function is thus G2(y) 
[as found earlier, Eq. (7)]. 

Having obtained the function G2 (y), we may now 
consider Eq. (16) with n = 2. In a similar manner, 
it is found that the only solution of the equation 
consistent with (11) is g4(y) with C41 = C42 = 0, 
and thus this function is G4 (y). Continuing the 
process one finds that, for even n, 

G .. (y) = e-v L: A .. ;y;. (21) 
i 

In a similar manner, starting with the n = 1 equation 
and the known function G1(y), one finds that the 
last equation is also valid for odd n. Thus the 
A~; introduced by Eq. (11) are equal to the A .. i 
defined by Eqs. (17) and (18). 

In summary one finds from Eqs. (3), (6), and 
(21), that the function F ",(y, p) defined by Eq. (1) is 

F ( ) ( 1)" .. +1 '" - .. -lA am ( i-V) '" y, p = - y L..,., P .. i ~ Y e . 
... i Y 

From elementary properties of derivatives 
readily shown that 

a'" i -v -v (-I)"'-km ! j! yH 
ay" (ye ) = e ~ k! (m - k)! 0 - k)t' 

Thus 

(22) 

it is 

(23) 

(24) :y: (yie-v) = (_I)",-i yi-m a~;i (yme- v), 

and the expression for F ",(y, p) may be 
in the form 

written 

F ( ) '" ( l)i -n- 1A i+l a
i 

( m -'" mY, p = L..,., - p niY 7J7 y e ,. 
... i Y 

(25) 

Let f(x) be an arbitrary function of x defined on 
the range 0 ~ x ~ (Xl of a class of functions which 
may be expanded in uniformly convergent series of 
Laguerre functions. That is, we restrict the con
sideration to functions f(x), which may be written 
as powers series in x multiplied by exp (-x). 
It follows from the last equation that the integral 
of the product of such a function with J,(px/y) may 
be expanded in negative powers of p in the form 

L" f(x)J,(px/y) dx 

= L: (_I)ill-n-1Aniyi+lfi)(y), (26) 
R. i 

where fCi) (y) is the jth derivative of f(y). 
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A similar expansion of an integral involving the 
square of the Bessel function may also be obtained. 
Let us consider a transform of an arbitrary func
tion f(x); 

and 

lim f(x)[J.(l'X/y)]2 = 0, 
.,....'" 

it follows by integration by parts that 

(35) 

EO f(x)[J.(vX/y)]2 dx. (27) r'" f(x)J.(l'x/y)J.+1(l'x/y) dx 
o 

A generalization of Neumann's integra13 may be '" 
written in the form = y 1 [(l/x)f(x) + (2l')-lf(l)(x)]lJ,(l'x/yW dx. (36) 

riT 

[J.(xW = (2/-rr) J
o 

J 2.(2x cos e) de (28) 

or 

If the function f(x) is such that Eq. (32) is valid, 
we then find that 

1'" f(x)J,(l'x/y)J.+1(l'X/Y) dx 

= L (-I)i(2l'f"-V+2A"iH~i)(y), (37) 
ft. ; 

If the last expression is used in the integral of 
Eq. (27), and the order of the integrations inter- H1(z) = (2/-rr) 1'" [(l/x)f(x) + (2l')-lf(l)(x)] 
changed, it is found that 

1'" f(x)[J .(l'x/y)]2 dx = 1'" H(z)J2P(2l'z/y) dz, (30) 

where 

H(z) = (2/-rr) 1'" f(x)(x2 - Z2)-t dx (31) 

= (2/-rr) i'" fez cosh x) dx. 

We now restrict the consideration to functions 
f(x) such that the function H(z) defined above is in 
the class of functions to which Eq. (26) applies. 
It then follows from Eqs. (26), (27), and (30) that 

i'" f(x)[J .(l'x/y)] 2 dx 

= L (-I)i(2l'f"-V+1A"iH (/)(y). (32) 
n. i 

Expressions for other integrals involving products 
of Bessel functions of orders which differ by an 
integer may readily be obtained from the last result. 
We consider in particular the case in which the 
orders differ by unity. By differentiation and use 
of a standard recursion relation, one finds that 

J.(l'x/y)J.+ 1(IIX/Y) = (y/x)[J.(l'X/y)]2 

X (x2 
- z2)-1 dx, 

= (2/-rr) i'" [(z cosh Xflf(z cosh x) 

(38) 

+ (2l')-lt 1)(Z cosh x)] dx. (39) 

For some purposes it is interesting and convenient 
to describe these integrations in terms of expansions 
of the Bessel functions and of the squares and 
products of the Bessel functions. Let a(x) be the 
usual "delta function", a function which is zero 
everywhere except at the origin and which is normal
ized to unity, and let a (j) (x) represent the jth 
derivative of this function. From Eq. (26), it follows 
that 

J,(vx/y) = L l'-"-IA,,;yi+la(j)(x - y), (40) 
n.; 

in the sense that the integral on x over the interval 
o ~ x ~ co of the product of this series and any 
function of the class described earlier is correct. 

Let us define the function g(x) by 

g(x) = X-I, 

g(x) = 0, 

x> 0, 

x ~ o. 
(41) 

It then follows from Eq. (32) that the square of 
the Bessel function may be represented by the series 

- (y/2l') (a/ax) [J,(l'X/y)]2. (33) [J.(l'X/y)]2 = (2/-rr) L (_I)i(2l')-"-1 

If 

lim f(x)[J.(vX/y)]2 = 0, (34) 
...... 0 

a G. N. Watson, Theory of Bessel Functions (Cambridge 
University Press, Cambridge, England, 1952), p. 150. 

n,; 

in the same sense as the previous series. In terms 
of the function g(x), H1(z) defined by Eq. (39) may 
be rewritten 
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HI(z) = (2/rr) f' f(x)[(I/x)g(x
2 

- i) 

- (2/1)-I(a/ax)g(x2 - Z2)] dx (43) 

by integration by parts. Thus it is found from 
Eq. (38) that 

J.(/lx/y)J.+I(/lx/y) = (2/n) 1: (-I)i(2/1t"-lyi+2A"i 
n.i 

x (a/ay)i[(I/x)g(x2 _ y2) 

- (2/1tl(a/ax)g(x2 - y2)]. (44) 

It is easily shown that 

(a/ay)fg(x2 - y2) = 1: m:Vg(I)(x2 - y2), (45) 
k.l 

where g(l)(x) is the lth derivative of g(x) and the 
B~P are determined by the recursion relation 

DODO = 1, 

D212 = 1, D224 = -4, 

D - _176 
4.5.10 - IT, 

D236 = {, 

D448 = .!f!-, (51) 

The last expressions for the square and product 
of Bessel functions may be simplified by considering 
the special case in which y is unity. Thus it follows 
from Eqs. (48), (49), and (50) that4 

[J.(/lX)]2 = (2/n) 1: /I- nC"lg(I)(X2 
- 1), (52) 

n.1 

and 

J.(/lx)J.+1(/lx) = (2j?r)x-1 

X 1: /I-n[Cnl - X2C,,_I.I_I]g(l)(X2 
- 1), (53) 

... 1 

B U ) = (k + l)BU - U - 2B(i-1l. kI k+I.1 k-l,,-1 (46) where 

and the initial conditions 

k ~ 0 or l ~ o. (47) 

Thus it is found from the last expression for the 
square of the Bessel function [Eq. (42)] that 

[J ,(/IX/y)]2 

= (2/Tr) 1: (2/1)-n-1Dnlkyk+lg(l)(x2 _ y2), (48) 
... k.1 

and from Eq. (44) that 

J.(/lx/y)J.+1(/lx/y) = (2/Tr)x-1 1: (2/1)-"-1 
... k.1 

(49) 

where 

(50) 

The nonzero Dnlk for n ::; 4 are 

2_ .. "" (l)iA B(j) = £...J - n-l,j kI • 
j .k (54) 

The nonzero Cnl for n ::; 5 are 

CIO = !, 
Cal = l, Ca2 = -1. Caa = l, 2, (55) 
CS2 = 14, CS3 = 29 -n, C54 =H, 

Css = 11 Cu = .;~. -lllf, 

Expressions for integrals involving products of 
Bessel functions of orders which differ by an integer 
greater than unity may be obtained from these 
results and the usual recursion relations of the 
Bessel functions. 

4 From arguments based on scattering theory, E. F. 
Gurnee and J. L. Magee [J. Chem. Phys. 26, 1237 (1957)] 
have previously obtained an expression differing negligibly 
from the first term of this series as an approximation to the 
square of the Bessel function. 
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